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The multivariable autoregressive (AR) model iden-
tification technique has been applied in the study of 
the boiling water reactor core stability test analysis. It 
has been demonstrated through the analysis of core 
stability tests performed at the Peach Bottom-2 reac-
tor, so that the AR model technique is effective in es-
timating core stability performance. Neutron flux to 
dome pressure open-loop stability performance is es-
timated by two methods, the ordinary correlation 
method and the AR model technique. Results obtained 
by both methods are in good agreement. The AR 
model technique can provide closed-loop decay ratios. 
This kind of decay ratio is considered to represent the 
actual core stability characteristic. Based on these test 
analysis results, the closed-loop in-reactor character-
istic is more stable than the open-loop characteristic, 
which is usually considered to be the stability index for 
the reactor core. It was attempted to evaluate error in 
the AR model technique through indirect ways. It has 
been concluded that the AR model technique for the 
stability test data analysis is quantitatively highly ef-
fective in identifying and evaluating the core stability 
characteristics. 

INTRODUCTION 

Boiling water reactor (BWR) stability, which re-
lates to coupled phenomena for thermal-hydraulic and 
void reactivity feedback dynamics, has been investi-
gated by many analytical and experimental researchers 
and engineers since the beginning of BWR de-
velopment.1 

Among the BWR stability phenomena, which are 

usually divided into three categories, such as plant sta-
bility, core stability, and channel stability, the latter 
two are considered, from elementary mechanism, to 
take place due to the inherent system process. Hence, 
it is important for normal nuclear power plant oper-
ation to know where there might be any operational 
points beyond the stable boundary of the reactor core 
and coolant channels. 

To make sure that the BWR plant is stable, a sta-
bility analysis was conducted based on a theoretical 
model. In the actual plant, core stability tests were 
conducted at Peach Bottom-2 by Philadelphia Electric 
Company, General Electric Company, and the Electric 
Power Research Institute in 1977 (Ref. 2). This 
project was aimed at confirming the stability margin 
for the reactor core during on-power operation. This 
paper reports on the procedure and results of this test 
data analysis, which is necessary for the qualification 
of reactor stability analysis codes. 

Various techniques have been studied to identify 
the dynamic characteristics of nuclear reactor plants. 
Recently, the noise analysis technique proved to have 
some practical advantages, particularly, without any 
artificial disturbance, and also to provide information 
to support normal operation.3 The autoregressive 
(AR) model analysis, a very efficient method in the 
system identification field, has been studied and ap-
plied to reactor noise analysis.4 There is another way 
to examine the system characteristics, in which proce-
dures are to add some artificial disturbances to the 
power plant and to observe the response signal char-
acteristics. Pseudorandom binary sequences (PRBSs) 
have been examined in reactor kinetics investigation 
and plant dynamics estimation.5,6 In the case of 
Peach Bottom-2 core stability tests, as mentioned 
above, small-pressure perturbation signals of PRBS 
were added to the pressure regulator reference set 
point. 



STEAMLINE 

Fig. 1. Direct cycle BWR diagram. 

In this paper, which follows previous papers,7"9 

the authors demonstrate that the AR model technique 
is the most practicable and effective to extract the re-
quired information about core stability performance. 

HISTORICAL REVIEWS OF CORE STABILITY TESTS 

In the past, the following methods have been ap-
plied to estimate BWR core stability through test data: 

1. control rod oscillation test 

2. noise analysis technique 

3. small-pressure perturbation test. 

The procedures involved in control rod oscillation 
tests are to oscillate one control rod in the reactor core 
and to measure the neutron flux responses to the reac-
tivity perturbation induced by the oscillating rod. 

These kinds of tests were conducted at Dresden-3 
by the General Electric Company in 1973 (Ref. 10). 
Control rod oscillation tests have the following charac-
teristics: 

1. They add a direct reactivity perturbation to the 
nuclear core. 

2. Movement by the essential control components, 
the control rods, needs to be repeated mechanically. 

3. The local reactivity perturbation due to the con-
trol rod movements may not induce fluctuation in the 
whole core. 

The last two characteristics are disadvantages, which 
could limit the applicability of this kind of test. 

Many investigators have recently aimed to extract 
in-core information, including core stability, using the 
inherent reactor noise during normal operation. Con-
siderable progress has been made.3 Examples of the 
application to core stability analysis are described in 
Refs. 10 through 13. 

In the small-pressure perturbation test, the pseu-
dorandom signals are added to disturb the reactor core 
throughout with pressure perturbation, as shown in 
Fig. 1. In the test at Peach Bottom-2, PRBSs were 
used to produce the pressure perturbation input. This 
kind of signal produces a perturbation with sufficient 
gain over the frequency range expected to result in a 
large signal-to-noise ratio in a short testing time. 

PRESSURE PERTURBATION TEST ANALYSIS METHOD 

The core stability test method employed at Peach 
Bottom-2 is described in this section. Test points were 
four operating conditions, PT-1 through PT-4 in Fig. 
2, which were chosen due to the smaller stability mar-
gin at low-flow/high-power conditions. There are two 
kinds of statistical data analysis in this paper, (a) the 
ordinary correlation method and (b) the AR method. 
The ordinary correlation method is a conventional way 
of estimating the input/output relation through power 
spectral densities in the frequency domain. The AR 
method, which is one practical method for nuclear 
power plant noise identification,14 is a way to obtain 
the coefficients for the multivariate AR representation 
in the time domain. This paper shows the AR model 
practicability and compares the two methods. 



Sampling interval At = 0.25 s 
Data length 7"= 512 s 
Partitioned data length tp = 64 s 
Frequency range f = 0.02 to 2.0 Hz 
Input variable Dome pressure 
Output variable Neutron flux 
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Fig. 2. Peach Bottom-2 stability test conditions. 

Stability Estimation by Correlation Analysis 

Features of the ordinary correlation method are 
well known. Transfer function Gxy for output y to in-
put x is calculated from the autospectral density Pyy 
for y and the cross-spectral density Pxy for y to x. The 
calculational conditions for data analysis are shown in 
Table I. 

Sampling interval At and partitioned data length 
tp are selected so that the effective frequency range 
from ( t p ) " ' to ( 2 A 0 - 1 may broadly include the 
resonant frequency of the reactor core transfer 
function. 

Assuming the dynamic relationship between dome 
pressure and average power range monitor (APRM) 
signal can be represented by an ordinary differential 
equation, the transfer function is found simply by 
Laplace transformation. The coefficients for this ra-
tional function can be calculated by fitting the mea-
sured transfer function to this model function by a 

TABLE I 

Data Analysis Conditions 

5 10 
T I M E (s) 

Fig. 3. Impulse response. 

least-squares method. The empirical form adopted is 
as shown in Eq. (1): 

= 72 ,...2 s /vvi + 28,s/w, + 1 
(1) 

The inverse transform g(t) for Eq. (1) has the be-
havior of a damped oscillation shown in Fig. 3, with 
the period T=2w//3. The poles are SI, S2 = a ± i(3 (a 
and j3 are constants). Therefore, the decay ratio (DR) 
is defined as follows2: 

DR = exp 
2tt6i 

(1 1/2 (2) 

Note that sensitivity to parameter 5i is relatively great 
near the resonant peak and quite small away from the 
peak. 

Stability Analysis Using the AR Model 

In recent years, stochastic models have been ap-
plied to the system identification problem for estimat-
ing, with better precision, dynamic relationships 
among system variables, including feedback. Also, in 
the reactor noise analysis field, much information has 
been obtained by time series analysis. One such 
method is the multivariate AR technique.14 '15 

The AR model analysis scheme in this paper is also 
shown in Ref. 14. The model technique has the follow-
ing important advantages for reactor core stability test 
analysis: 

1. A smoothed characteristic is obtained for the 
dynamic relation between model variables with 
feedback. 

2. Stability margin can be estimated for both open 
and closed loops in a subsystem without any model as-
sumptions. 



The AR model coefficient matrix A(m) is a solu-
tion of the Yule Walker equation: 

K Mj 
E Z Au(m)Rjh(l-m)=Rih(l) , (3) 
j= 1 m = 1 

where 

/?,„(/) = cross-correlation functions between the 
/?'th and / ' th variables 

K = number of model variables. 

Note that model order Mj needs to be determined for 
each variable, according to Akaike's formalism,16 '17 

that is called final prediction error criterion (FPEC). 
The description of the final prediction error (FPE) for 
a one-dimensional AR model is as follows: 

FPE(MJ) = (N+ MJ+ l ) [ N - {MJ+ l ) ] ' 1 -SD(MJ) 

( 7 = 1 , 2 , . . . , * ) , (4) 

where N is the number of samples for each group of 
data (full time series length), and SD(M) = (U2), the 
variance in the innovation function, which is the 
residual 

M 
U = X(t)~ ZMm)X(t-m) . 

m= 1 

The FPEC has the following meaning. When the set 
of AR coefficients is applied to another time series 
with the same statistical characteristics as the data, the 
FPEC is the estimator for the mean-square prediction 
error. After obtaining AR coefficient matrix A(m) , 
transfer function G(/),y is calculated by finite Fourier 
transforming coefficient matrix A ( / ) : 

Here, 

A ( f ) t j = l - £ A(m)jjexp(—i-2irf-mAt) . (6) 
m= I 

The initial or impulse response function is calcu-
lated by the inverse Fourier transform for the transfer 
function. This is an easy procedure to use in comput-
ing initial or impulse response behavior. Then, DRs 
are defined through the ratio of consequent over-
shoots, as shown in Fig. 3. In this paper, the core sta-
bility DR is estimated by averaging ten or more DRs, 
given in Fig. 3, to provide a more accurate estimate. 

For stability evaluations, the BWR plant can be 
considered to contain two major components, the in-
reactor vessel and the main steamline. The stability be-
havior of these components and the interface between 
them can be represented by the state variables, neutron 
flux, dome pressure, and turbine inlet pressure, as 

Fig. 4. The AR model for analysis. 

shown in Fig. 4. Symbols DR1 and DR11 mean, 
respectively, the DR relating to the neutron flux to 
dome pressure open-loop and to the reactor core 
closed-loop GF, excluding the part of the system 
downstream from the main steamline. While G, is 
equal to the one obtained by the ordinary correlation 
method, GF, the new definition, is as follows: 

where G{ and G2 are, respectively, the forward and 
feedback open-loop transfer functions from dome 
pressure to neutron flux. The DR1 and DR11, shown 
in Fig. 4, are related to GT and GF, respectively, as 
stated above. 

This three-variable model is the simplest possible, 
except for a two-variable one consisting of two state 
variables, neutron flux and dome pressure. However, 
when analyzing Peach Bottom-2 data with this two-
variable model, the AR modeling did not result in a 
good prediction of the raw time series for several rea-
sons. One of them is that the model may be too sim-
ple, excluding the portion downward from the reactor 
dome outlet, that is the main steamline and reactor 
pressure regulator. That is the reason why the next 
simplest model, consisting of three variables, was 
adopted. 

TEST DATA ANALYSIS RESULTS 

The fluctuation in the reactor core neutron flux is 
induced mostly by the artificial pressure perturbation 
added to the initial pressure regulator reference set 
point. This PRBS signal has a binary value distribu-
tion. The peak-to-peak variations in neutron fluxes, 
i.e., the variations in APRM neutron flux signal read-
ings, are 11 to 13% per rated power for an 8-psi pres-
sure disturbance. The standard deviations during 
steady-state operation without pressure disturbance 
and pressure perturbation testing are listed in Table II. 
In all cases, the magnitudes of the fluctuations with 
pressure disturbance are increased by three to six 
times, compared to those in the steady states. 



TABLE II 

Fluctuation Amplitude 

PRBS rms 

PRBSa Noiseb 

Experimental 1 bit Amplitude Dome Dome 
Condition (s) (psi) Neutron Flux Pressure Neutron Flux Pressure 

PT-1 2 6 3.4% P 2.3 x 104 Pa 0.66% P 0.10 x 104 Pa 
PT-2 2 8 3.4 2.2 0.47 0.08 
PT-3 1 8 2.7 1.6 0.93 0.14 
PT-4 1 8 3.0 1.7 0.43 0.09 

aPressure perturbation stability test. 
bSteady-state noise without disturbance. 

Stability Analysis by the Correlation Method 

Stability estimation has been per formed by the 
correlation method, i.e., by the dome-pressure/neu-
tron-flux transfer function estimation and the least-
squares fitting of the empirical t ransfer funct ion 
model. These procedures are outlined in the previous 
section on the pressure per turbat ion test analysis 
method. The resulting DRs and the resonant frequen-
cies are shown later. In Figs. 5 and 6, the measured 
and fitted transfer functions are compared with each 
other. The fitted values, described by the second-order 
damped oscillation model Eq. (1), are almost equal to 
the smoothly curved measured values. Therefore, the 

transfer function fitting method could provide a good 
estimation of DRs. 

Stability Analysis Using the AR Model 

The model of the whole BWR plant for AR model 
analysis, based on the plant dynamics model, has been 
shown in Fig. 4. The model variables are turbine in-
let pressure, dome pressure, and neutron flux, which 
are considered to be the minimum number of mea-
sured variables for adequate description of the plant 
dynamics. 

The open-loop transfer functions for the dome 
pressure to neutron flux are compared between the 
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Fig. 5. Dome pressure to neutron flux transfer function (PT3). 
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Fig. 6. Dome pressure to neutron flux transfer function (PT4). 

correlation method and the AR model technique. In 
both PT-3 and PT-4, the transfer functions estimated 
by the AR model are more smoothed than the func-
tions estimated by the correlation analysis. The open-
loop transfer functions estimated by the two different 
methods are consistent. 

The detailed results of core stability test analysis, 
using the three-dimensional m u l t i v a r i a t e AR model, 
are presented next. 

Pressure Perturbation Test Data 

The magnitudes of reactor fluctuation in pressure 
perturbation test data and steady-state data are shown 
in Table II. Considering these results, it was concluded 
that the magnitude of inherent noises within the core 
is significantly smaller than for the fluctuation induced 
by the artificial disturbance. 

Optional order M j ( j = 1 , 2 , . . . ,K) was obtained 
by the F P E C for each variable. Figure 7 shows an 
example of F P E per formance , depending on the AR 
representation order . Here, a N 2 is the mean square 
for the residual normalized by the autocovariance 
of its model variable, o N i = o y i / o x 2 - Note tha t 
op t imum order Mj, determined with FPE(iW /) for a 
single variable, is different in each variable.1 4 Other-
wise, it could result in either overestimated or un-
derestimated order if the single optimal order M 
was determined, al though it is usually adopted , 1 2 

through multivariate F P E ( A / ) , which is defined by 
M F P E ( M ) = [1 + ( M K + 1) /7V]*[1 - ( M K + 1 ) / 
N)~K-\dM\ (Ref. 16). Here, N is the sampling data 
number , and \dM\ is the determinant of the residual 
covariance matrix. 

From the defini t ion, a N becomes smaller as the 
model order M becomes larger, but the F P E minimum 

principle can provide the op t imum order in the way 
shown in Fig. 7. It is important to obtain an adequate 
representation wherein the F P E C is adopted for each 
variable. 
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Fig. 7. Relation between FPE, variance in innovation <e2>, 
and model order M (PT3). 



Transfer Function 

In Fig. 8, both open- and closed-loop transfer 
functions from dome pressure to neutron flux inside 
the reactor pressure vessel are compared at PT-3 and 
PT-4. 

Decay ratios DR1 and DR" , as shown in Fig. 4, 
correspond to the open- and closed-loop transfer func-
tions, respectively. Explaining some differences be-
tween two kinds of transfer functions, the resonant 
frequencies for closed-loop transfer functions are a lit-
tle lower than for open-loop functions, and the gain 
peaks are less sharp than for open-loop transfer func-
tions. These differences can have a great effect on the 
stability performance index. These effects are proba-
bly caused by the large volume damping function in 
the steam dome in the vessel. 

Impulse Response Function 

Calculation of the impulse response function is the 
final step before obtaining DRs. The core stability DR 
is obtained by averaging all the DRs given in Fig. 3: 

DR = 7 £ DR' . (8) 
l- i=i 

where L is the integer. The number L is ten or more. 
It is necessary to obtain smoothed behavior data for 
the impulse response function in DR computation. 

Decay Ratio 

The estimated DR results for the reactor core are 
shown in Table III. The DR1 and D R " denote DRs 
for the open- and closed-loop characteristics, respec-
tively, for the dome pressure to neutron flux; D R " T 

denotes the open-loop DRs estimated by the ordinary 
correlation method. The DR1 agrees well with DR*7"7". 

The closed-loop stability performance estimated by 
DR" is shown to be 30 to 40% more stable compared 
with DR1, which is the usual design parameter for 
measuring the stability performance. The real reactor 
core response is provided by the closed-loop charac-
teristics. The DR" shows that consideration of the ac-
tual closed-loop behavior demonstrates a significant 
increase in the core design margin. 

DISCUSSIONS 

Decay Ratio Sensitivity Analysis-Correlation Method 

In the preceding section on test data analysis 
results, DRs estimated by the AR technique were com-
pared with D R f / r r by the ordinary correlation 
method. In the transfer function model fitting method, 
the DR can be described in terms of a model pa-
rameter 5|. 

(a) PT3 

FREQUENCY (Hz) 

(b) PT4 

Fig. 8. Comparison between open and closed loop transfei 
functions (PT3 and PT4). 

The variation in 6! could cause only small changes 
in the phase characteristics, but would make signifi-
cant changes in the gain around the resonant fre-
quency. The sensitivity calculation results on the 
variation in <5i = 0.22 ± 0.04 are shown in Fig. 9. 
From these results, the relation between confidence in-
terval bG for the estimated transfer function at the 
resonant frequency and the estimated error SDR for 
DRs are estimated: 

SDR = M (9) 
bG f-_tR 10% ' 

where fR = resonant frequency. The result is evaluated 
at around DR = 0.3. At PT3 and PT4, statistical er-
rors AM are transfer function gain, and biased errors 
i> N [G(/ ) ] are estimated in the neighborhood of the 
resonant frequency as follows: 

AM = 1 6 % (10) 
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TABLE III 

Decay Ratio by the AR Model 

DR1 DR" 

Data DR1 
Resonant Frequency 

(Hz) DR f / r r 
Resonant Frequency 

(Hz) DR" 
Resonant Frequency 

(Hz) 

PT3 0.40 0.42 0.38 0.39 0.29 0.37 

PT4 0.27 0.39 0.27 0.38 0.19 0.29 

TABLE IV 

Sensitivity Study of DRs 

DR Data DR1 D R F f r DR" 

Full data3 0.40 0.38 0.29 

Half-length data 0.38 0.40 0.23 

Half-length data 0.42 0.34 0.29 

£ aFull data = 512 s. 

Fig. 9. Transfer function sensitivity to DR. 

and 

b N [ G ( f ) ] = ^ ^ = 2 . 0 % , (11) 
uc 

where G is the predictor for true transfer function Gc. 
According to Eq. (10), error magnitude ADR for the 
estimated DR is calculated as 

ADR = ± 0 . 0 5 . (12) 

Therefore, DRs at PT3 and PT4, estimated by using 
the ordinary correlation method, are considered ac-
curate to the extent shown by Eq. (12) and will be used 
later for the reference value. 

Estimated DR Sensitivity Analysis-AR Model Technique 

The section on test data analysis results shows that 
the AR model analysis provides stability performance 
index results that are consistent with those for the 
open-loop characteristics of neutron flux to dome 
pressure obtained by the ordinary correlation analysis. 

There is no general way to estimate error involved 
in AR coefficients directly. Instead, the authors at-
tempted to estimate how the DRs depend on these 

parameters. As one statistical fluctuation, it is impor-
tant to estimate data length sensitivity. 

Dividing total length into two equal lengths, 256 s, 
the dome pressure to neutron flux transfer function 
for each group of data is assumed to have the same 
frequency characteristics. Using the same procedures 
shown in the previous section, DRs were estimated for 
two parts of half-length data. Table IV shows the 
results of these DRs. Variation width values are 0.04 
in DR1 , 0.06 in D R r F r , and 0.06 in D R " . These 
differences are practically allowable. 

CONCLUSION 

The mul t iva r ia te AR model identification tech-
nique has been applied to data analysis in small-pres-
sure perturbation tests for the core stability estimation 
performed at Peach Bottom-2. The core stability 
performance along the power-flow line, corresponding 
to minimum recirculation pump speed, was estimated 
with a three-variable AR model technique consisting 
of turbine inlet pressure, dome pressure, and neutron 
flux. The results show that these test points, which 
were considered to have a small stability margin, were 
very stable. The open-loop neutron flux to dome pres-
sure results obtained by the AR model technique are 
in agreement with those obtained by the ordinary 
correlation method. It is possible to estimate the 
closed-loop core stability with the AR model, which is 
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the new database for qualifying the core stability anal-
ysis code and identifying conservatism in the current 
stability design methods . 9 

It is concluded that the AR model technique for 
the stability test data analysis is quantitatively highly 
efficient for identifying and evaluating the core sta-
bility characteristics. 
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Applying an autoregressive (AR) technique to a 
boiling water reactor stability test yields two kinds of 
reactor stability performance indexes. One is charac-
terized by the neutron flux to reactor pressure open-
loop transfer function. The other is characterized by 
the closed-loop transfer function. Studies were per-
formed on these reactor core stability indexes, using a 
one-dimensional transient model. To simulate these 
two kinds of stability characteristics in the time do-
main, the input/output relation for the system consid-
ered is important. In both cases, the output variable 
is the neutron flux. For the input state variable, in the 
case of the open-loop stability index, reactor pressure 
was chosen and adopted as a boundary variable to 
enable neglecting the feedback due to change in the 
reactor dome pressure. In the case of the closed-loop 
stability index, the vessel steam flow to the main 
steamline was adopted to separate the reactor response 
from the main steamline. 

Employing this procedure, both stability indexes 
were estimated by the one-dimensional reactor tran-
sient model. Comparing these indexes to those eval-
uated by the AR fitting and Fourier transform of 
small perturbation test data, it was concluded that the 
one-dimensional transient model predicts well the 
open- and closed-loop stability performance. Further, 
it was shown that the open-loop index conventionally 
used is a somewhat conservative one. 

INTRODUCTION 

The stability phenomenon in the core of a boiling 
water reactor (BWR) has been studied since the start-
up of early BWRs. As test methods have become more 
sophisticated, yielding higher quality data, comparison 
of details obtained from analytical investigation ver-
sus actual test data has given a better insight into the 
way in which neutron kinetics and thermohydraulic 
phenomena are coupled. The reactor core stability is 
an interaction phenomenon between the boiling 
process and the void-reactivity feedback. Small pres-
sure perturbation tests were conducted at a BWR/4 by 
the Philadelphia Electric Company, the General Elec-
tric Company, and the Electric Power Research Insti-
tute,1 where the open-loop reactivity feedback of the 
neutron flux to the reactor pressure was employed to 
describe the stability performance, fitting the measured 
data by an empirical transfer function. 

Using an autoregressive (AR) model, Tsunoyama 
et al.2 offer an alternative technique to analyze the 
pressure perturbation test. In AR fitting, the neutron 
flux to reactor pressure closed-loop transfer function 
can be obtained in addition to the open-loop transfer 
function. 

Wu et al.3 applied the single-input/single-output 
AR moving average fitting to analyze the stability. In 
their study, a priori knowledge that the stability 
resonant frequency is between 0.2 and 0.6 Hz is as-
sumed. However, more detailed study on the transfer 
function, i.e., the open- and closed-loop stability 
characteristics, was not carried out. 



Most previous theoretical studies on BWR core 
stability have been conducted with a lumped neutronic 
kinetic model and a frequency domain analysis.4 '5 

Recently, the space-dependent effect was studied by 
Park et al.6 

This paper reports on a one-dimensional BWR 
transient model that was employed to study core sta-
bility. Using the one-dimensional model, both neutron 
flux to reactor pressure open- and closed-loop 
responses are compared7 and the adequacy of the 
representation of the stability performance, in terms 
of the closed-loop response, is discussed. 

OBJECTIVES 

In this study, the reactor core stability perfor-
mance was studied using a time domain analysis code. 
Resulting stability indexes (decay ratios) are compared 
with those for the pressure perturbation test yielded by 
the AR and Fourier transform techniques. Test data 
used here were measured at the Peach Bottom-2 reac-
tor, a BWR/4 plant, perturbing the reactor pressure. 
In the time domain analysis, the step or impulse 
response technique is generally adopted. The technique 
employed here is basically the latter. In the time do-
main analysis, the ideal impulse cannot be used, so a 
perturbation of small duration is added to the system. 

In assessing the stability performance, the Fourier 
transform technique gives the neutron flux to reactor 
pressure open-loop stability index.1 However, as dis-
cussed in Refs. 2 and 8, the AR technique gives both 
open- and closed-loop decay ratios (DRs). 

In AR fitting, the system response is represented 
in the form of 

M 
X(n)=Z A(m)-X{n-m) + U{n) , (1) 

m = 1 

and fitting coefficient matrix A is calculated by 
Akaike's8 criteria. In this study, the physical relation 
between the time series X(n) obtained by the AR fit-
ting and the response obtained by the transient model 
was studied in terms of reactor stability performance. 

After obtaining fitting coefficient matrix A , the 
transfer function was calculated by the finite Four-
ier transform. By inverse Fourier transforming this 
transfer function, the impulse response function is cal-
culated. This is an easy procedure to use in computing 
impulse response. Comparing this impulse response 
and the response obtained by the transient model, the 
core stability damping characteristics were studied. 

Further, the difference in the stability perfor-
mances, based on the open- and closed-loop modeling 
of the reactor, is discussed at a marginally stable low-
flow and high-power condition. It is shown that the 
closed-loop response, corresponding to actual reactor 

behavior, is still stable, even if the open-loop response 
shows an onset of a limit cycle oscillation. 

REACTIVITY FEEDBACK TRANSFER FUNCTION 
FOR REACTOR CORE STABILITY 

As mentioned in the Introduction, two kinds of 
transfer functions were used in the reactor core stabil-
ity analysis. In this section, each transfer function 
category is explained. 

Open-Loop Transfer Function for 
Pressure Perturbation Test 

A block diagram of the pressure perturbation test 
is shown in Fig. 1. In this case, transfer function Gj 
for the void reactivity change to the reactor pressure 
change is itself unknown. Hence, Carmichael and 
Niemi1 assumed an empirical transfer function model 
to identify the open-loop transfer function of the 
neutron flux to the reactor pressure. The assumed 
empirical transfer function model is 

C F S 2 / u 2 + 25! S/OJ i + 1 • ( ) 

Fitting a measured open-loop transfer function from 
the reactor pressure to the core-averaged neutron flux 
by the above empirical model, the stability perfor-
mance index was obtained. 

On the other hand, Tsunoyama et al.2 and Mitsu-
take et al.8 applied the AR fitting technique to iden-
tify the stability characteristic in the time domain in 
the form represented by Eq. (1). The stability perfor-
mance was calculated by an impulse response of the 
system model with coefficient matrix A without as-
suming an empirical transfer function. This approach 
yields the neutron flux to reactor pressure closed-loop 
characteristic in addition to the open-loop characteris-
tic shown in Fig. 1. The closed-loop response is 
described next. 

Closed-Loop Transfer Function for the Pressure 
Perturbation Test 

Figure 2 shows a closed-loop block diagram for 
the reactor, including the core, recirculation loop, 
separator, and dryer. The feedback loop in the closed 
loop consists of three parts (see Fig. 2). The first part 
is the loop from the neutron flux to the dryer exit 
steam flow. The second is the model of the dome 
steam mass balance. The third is from the dome pres-
sure to the neutronic reactivity. 

Of concern is a stability margin for an in-reactor 
response. Therefore, the core, recirculation loop, and 
reactor dome pressure responses are mainly taken into 
account in the closed-loop transfer function, sep-
arating the steamline dynamics, as was done in the AR 
analysis.2,8 
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Fig. 1. The BWR reactivity feedback transfer function pressure perturbation test (open loop). 
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Fig. 2. The BWR reactivity feedback transfer function pressure perturbation test (closed loop). 

One-Dimensional Transient 
Model Description 

The transient model consists of a one-dimensional 
neutronic and thermohydraulic core model and major 
component models to simulate actual plant dynamics. 
Physical model details are described in Ref. 9. 

The major assumptions employed in this model 
are described in the following three subsections. 

Neutronic Kinetics 

The time-dependent neutron flux is calculated as-
suming one energy group, six delayed-neutron groups, 



and time-dependent diffusion only in the axial direc-
t ion. The three-dimensional neutron d i f fus ion 
parameters are collapsed into equivalent one-dimen-
sional parameters, using a steady-state radial neutron 
flux distribution, as a measure of radial importance 
similar to Henry's1 0 procedure. 

In the core stability simulation, control rod posi-
tions are fixed, so the steady-state radial distribution 
is a good weighting factor. 

A neutronic parameter is fit as a quadratic func-
tion of relative water density U, i.e., 

Z = Z0(Z) [I + a(Z)(U - U0) + b(Z)(U - UQ)2} , 

(3) 

where U0 is a steady-state relative water density. 

Core Thermal-Hydraulics Model 

The core thermal-hydraulics model allows for spa-
tial variation in the coolant flow, coolant density, and 
pressure in the axial direction. The thermal-hydraulics 
model is based on a five-equation model, which in-
cludes separate continuity and energy equations for 
each phase, a total momentum equation, and a drift 
flux void correlation, as reported in Ref. 11. 

This model has a feature, from the viewpoint of 
two-phase stability analysis, wherein a net vapor 
generation point is calculated simultaneously with the 
conservation equations for a two-phase separated flow 
model in a fully implicit donor-cell technique similar 
to that for the KACHINA code.12 

Comparison to experimental data for two-phase 
instability showed this model can closely predict the 
density wave oscillation, the propagation of change in 
the void f ract ion." Accurately determining propaga-
tion of void fraction change is important in assuring 
reactivity feedback stability. Hence, this model is also 
applicable to reactivity feedback stability prediction. 

Fuel Model 
Heat transfer to the moderator and fuel temper-

ature are calculated, assuming an average cylindrical 
fuel and model for each axial location in the core. 

OPEN LOOP STABILITY PERFORMANCE 

The one-dimensional model is applied to simulate 
the BWR/4 stability test data. To clarify applicability 
of the one-dimensional model in this analysis, phase 
differences between local power range monitor 
(LPRM) readings at the same axial location are evalu-
ated. As typical LPRMs, central and peripheral 
LPRMs, marked with circles in Fig. 3a, are used. 
Figure 3b shows the phase difference between LPRM 
level B readings of the pressure perturbation test data 
located at central and peripheral regions. This indi-

cates that the LPRM readings are in phase. Phase 
differences among LPRM readings at other axial levels 
were the same as shown in this figure. This result 
means the one-dimensional model is adequate to simu-
late the stability test data. 

As a stability performance index for the BWR, a 
DR is usually used. The definition of the DR is a ra-
tio of the first overshoot A to the second overshoot B 
of the step response, as shown in Fig. 4a. 

The response in Fig. 4a appears in an ideal linear 
system and the reference line is straight. However, in 
the actual physical phenomena or in a time domain 
analysis, the reference line curves slightly, as shown in 
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to evaluate phase difference and (b) phase differ-
ence between LPRMs (level B). 
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T ime 
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Fig. 4. Determining decay ratio: (a) response in linear sys-
tem and (b) actual response. 

Fig. 4b. Also, time domain analysis usually takes 
much computer time until the system response settles 
in order to obtain a settled value, i.e., the final refer-
ence line. Hence, DR is defined in the following way, 
using values A', B', and C' in Fig. 4b: 

(4) 

which is the same as the DR for Fig. 4a, if the refer-
ence line is linear, because (C'/A') is equal to 
(B'/C). Natural oscillation frequency (FR) is defined 
as 

The neutron flux to reactor pressure open-loop 
response is described by the in-reactor block diagram 
in Fig. 1. To simulate this response, the reactor pres-
sure was chosen as a boundary condition during a 
transient. By first perturbing the reactor pressure and 
then holding it constant, as shown in Fig. 5, the open-
loop response was simulated. Test data used here were 
measured at the BWR/4 plant.1 Test conditions are 
shown in Table I. Input data regarding nuclear con-
stants and power distribution are based on the actual 
reactor conditions at each test point. Table II shows 
the open-loop DRs by the AR analysis. Fourier trans-
form results of the test data agree well with results of 
the one-dimensional simulation. The one-dimensional 
model frequencies are somewhat smaller than the 
others. Test points PT1 and PT2 could not be ana-
lyzed by the AR model, because the pseudo-random 
signal bit length was 2 s, which is long compared to 
the reactor stability characteristic frequency, 0.3 to 0.5 
Hz. The DR is defined only in the system linearity 
range. Linearity was verified by increasing the PT3 
disturbance to 0.09 MPa in the analysis. The result in 
Fig. 6 shows the system remains linear to 0.07 MPa. 
This tendency is the same in the other cases. 

TABLE I 

Test Conditions 

Test Point 

Power Core Flow 

Test Point MW(thermal) <% ton/h % 

PT1 1995 60.6 2430 52.3 
PT2 1702 51.7 2040 43.8 
PT3 1948 59.2 1880 40.4 
PT4 1434 43.5 1870 40.3 

DR = 
B' + C' 
A' + C 

TABLE II 

The DRs and Resonant Frequencies 

Open Loop 

Fourier AR Model One-Dimensional Model 

Resonant Resonant Resonant 
Frequency Frequency Frequency 

DR (Hz) DR (Hz) DR (Hz) 

PT1 0.19 0.44 0.18 0.38 
PT2 0.17 0.40 0.21 0.33 
PT3 0.38 0.42 0.40 0.39 0.39 0.33 
PT4 0.27 0.39 0.27 0.38 0.27 0.34 
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Fig. 5. Reactor pressure disturbance to simulate open-loop 
response. 
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Fig. 7. Vessel steam flow disturbance to simulate closed-
loop response. 

TABLE III 

The DRs and Resonant Frequencies 

Closed Loop 

One-Dimensional 
AR Model Model 

Resonant Resonant 
Frequency Frequency 

DR (Hz) DR (Hz) 

PT1 0.16 0.40 
PT2 0.23 0.33 
PT3 0.29 0.37 0.32 0.35 
PT4 0.19 0.29 0.19 0.33 

Fig. 6. Open-loop response linearity. 

CLOSED LOOP STABILITY PERFORMANCE 

The main objective of this part of the study is to 
verify the closed-loop DR obtained by the AR model. 
The reactor model is separated from the main steam-
line model by suppressing changes in the steam flow 
(see Fig. 2). 

The vessel steam flow is adopted as the boundary 
condition variable. A disturbance was introduced into 
the vessel steam flow, as shown in Fig. 7. The inte-
grated change in energy for the steam flow must be 
zero, since the final steady state for the reactor must 
be the same as the initial condition. The results are 
listed in Table III. The agreement between the one-
dimensional prediction and AR model is satisfactory. 
The closed-loop DRs tend to be smaller than the open-
loop DRs. 

To examine the linearity of the DR to the input 

disturbance, the disturbance amplitude was changed in 
the case of PT3. Figure 8 indicates the system response 
is linear with an amplitude <40% of the initial main 
steam flow. This is the same as in the other cases. The 
perturbation duration effect was also examined (Fig. 
9). When the duration was 0.5 s, higher harmonics 
were induced and the amplitude was small because of 
the small energy in the added perturbation. On the 
other hand, as the duration became about the same as 
the natural frequency, the system response was 
smoother, making it easier to evaluate the DR. The 
DRs agree well for calculation with 1- and 2-s input 
durations. 

OPEN AND CLOSED LOOP CHARACTERISTICS 
AROUND STABILITY BOUNDARY 

The comparison between the open- and closed-
loop DRs in Tables II and III indicates the closed-loop 
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DRs are smaller than the open-loop DRs by - 3 0 % . 
This comparison is based on data with large stability 
margins, within or just above the normal operational 
range. Of interest is the relationship between both DRs 
and behavior or response at onset of a limit cycle con-
dition. 

As a dominant and underdamped pole of the reac-
tor core transfer function is considered to be in the 
open loop in Fig. 1, not in the feedback loop HCi. in 
Fig. 2, both open- and closed-loop DRs might be simi-
lar at the oscillation onset condition if the dome 
response is insensitive to the neutron flux change. 

In order to study this possibility, the open- and 
closed-loop characteristics were compared near the os-
cillatory condition, using the one-dimensional transient 
model mentioned before. 

The modern BWR is designed to be very stable un-
der normal operating conditions. Zircaloy-clad U 0 2 
fuel pins have a thermal time constant of ~10 s and 
the period of change in voids is characterized by 
coolant transit time in the fuel assembly, which is 
~2 s. This difference strongly damps the change in 
reactivity feedback due to changes in voids. Hence, to 
simulate the oscillatory condition, a virtual core con-
dition was chosen, i.e., a higher power and lower flow 
condition (70% rated power and 35% rated flow). 
This core condition was made by virtually shifting the 
core condition from the normal operational range, ad-
justing the neutron balance by the neutron multiplica-
tion factor. 

Open- and closed-loop system responses are shown 
in Fig. 10. The open-loop response shows a standing 
wave, which means the DR is ~1. However, the 
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Fig. 9. Change in neutron flux due to main steam flow 
perturbation (PT3). 

closed-loop response is still stable and the decay ratio 
is 0.82. This comparison shows that, even if the open-
loop response starts to oscillate, the physical reactor 
core is still in a stable operating condition. The gain 
in the feedback loop from the neutron flux to the re-
actor dome pressure is usually small. However, as 
mentioned previously, it plays an important role in 
predicting the measure of reactor core stability. There-
fore, this feedback loop was studied next. 

The reactor dome pressure response to neutron 
flux is designated by Fp(s) in Fig. 2. This open-loop 
Fp has been studied three ways in the case of test point 
PT3. The results are shown in Fig. 11. The first result 
was estimated by Carmichael and Niemi1 and is used 
to evaluate the bias error for the neutron flux to reac-
tor pressure open-loop transfer function. The feedback 
transfer function Fp(s) can be approximated by the 
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Fig. 10. Power response versus time. 

effective fuel time constant t// and an integrator 
representing the effective mass and energy storage in 
the vessel. Hence, 

Fp(s) 
Kp 

5(1 + r / r S ) 
M P a / % (6) 

where 

Kp = 0.01 M P a / s - % 

Tfl 2 7 s . 

The second result is calculated by sinusoidally 
changing the amplitude of neutron flux in the one-
dimensional transient model. The initial neutron flux 
distribution is fixed. Only the amplitude is oscillated 
without any reactivity feedback, i.e., the void and 
Doppler feedback. Further, the steam flow from the 
reactor vessel to the main steamline is also kept con-
stant, since the inherent reactor core stability is defined 
by the in-reactor response. The latter condition may 
cause a small drift in the dome pressure response, due 
to an initial mismatch in the energy balance inside the 
reactor vessel. Hence, the transfer function is com-
puted with the following function: 

APo(0 = PD,s(t) - PD,D(t) (7) 

where PD<S and PD D are the dome pressure response 
enhanced by the sinusoidal power perturbation and 
that drifted from the steady state without any pertur-
bation. The third is the AR fitting test data result.7 

These results are in fairly good agreement, as 
shown in Fig. 11. Consequently, it can be said that the 

Frequency (Hz) 

Fig. 11. Feedback loop Fp(s) from neutron flux to reactor 
pressure. 

gain in the feedback loop is small, as Carmichael 
pointed out. However, it still affects and stabilizes the 
reactor core characteristic. 

SUMMARY 

Comparing the one-dimensional transient model to 
the AR fitting and Fourier transform technique, the 
following conditions can be reached. 

The one-dimensional model predicts well the decay 
ratios for the open- and closed-loop reactor core sta-
bility characteristics. The model represented by the 
closed-loop reactor response for the autoregression 
was verified. Further, it was shown that the closed-
loop DR closely describes the actual reactor response 
and that the open-loop DR employed in the reactor de-
sign is a somewhat conservative index. 
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The decreased number of rods that are moved for 
power shaping in a boiling water reactor (BWR) with 
a control cell core (CCC) design make automated con-
trol rod programming feasible. A three-dimensional 
computer code, RODPRO, has therefore been devel-
oped for automatically generating a long-term control 
rod program for a BWR utilizing a CCC design. The 
program, which conforms to the general industrial 
practice for BWRs with CCCs, moves individual con-
trol rods so as to bring the core to criticality at each 
burnup step. By the use of heuristic rules, the proce-
dure avoids complex theoretical approaches while 
eliminating tedious trial-and-error studies. The rod 
patterns so generated are shown to be consistent with 
real world requirements. 

INTRODUCTION 

In contrast to a pressurized water reactor where 
chemical shim control is used, the reactivity change in 
a boiling water reactor (BWR) core during operation 
is primarily compensated for by the withdrawal of 
control rods. Control rod programming is therefore 
important to the economy and safety of a BWR power 
plant operation. 

Prior to the present effort, a number of theoretical 
studies had been undertaken in attempts to determine 
optimum control rod programs. The optimization 
strategy required to minimize the power peaking 
throughout lifetime was studied by several authors.1"5 

On the other hand, another group of workers focused 
their attention on the strategy needed to maximize the 

"Visiting scholar from Reactor Engineering and Design In-
stitute, Beijing, China. 

reactor lifetime or average burnup.6"9 While these 
studies were helpful in defining the general nature of 
the control rod programming problem, they were 
usually too simplified for actual needs. Furthermore, 
the application of these optimization procedures to an 
accurate three-dimensional BWR simulator cannot be 
effected because of excessive computer time require-
ments. In addition, the resulting optimum poison dis-
tribution determined by a theoretical approach is 
almost impossible to achieve by discrete bottom-
entering control rods. In practice, one is compelled to 
be content with a suboptimum solution. 

The foregoing difficulties may be the major reason 
why the control rod programs really used for BWR 
cores have been generated by trial and error using a 
three-dimensional simulator and following general 
heuristic rules for guidance. The trial and error pro-
cedures generally use the axial power distribution 
resulting from the application of the Haling Prin-
ciple1 as a target. This principle states that the lowest 
possible axial peaking factor will be obtained if the 
axial power shape of a given assembly remains invar-
iant over the cycle. Since all rods are withdrawn at the 
end of a cycle (EOC), the principle implies that the 
EOC burnup and power distribution must be consis-
tent. The limitations inherent in rod programming pre-
vent the Haling target from being achieved at all times 
during life, and the axial peaking factors are generally 
significantly higher than the ideal Haling values. 

In view of the appreciable manpower required by 
trial and error procedures, various attempts have been 
made to develop a completely automated procedure. 
Kawai et al.10 tried to develop a practical automated 
procedure for an actual BWR core considering three-
dimensional behavior. The strategy adopted was, for 
each burnup step, to seek a power distribution that 
best fit a modified Haling target power distribution. 
The approach required the solution of a nonlinear 
programming problem that was treated by the method 
of "approximation programming." However, the 



recomputation of the large number of linear program-
ming coefficients required by this method is very time 
consuming. Furthermore, the control rod program so 
obtained led to the tips of a number of control rods 
being located near the central part of the core. Such 
a position would significantly distort the ideal Haling 
power distribution. 

J= 

r 

Fig. 1. Control cell configuration. 

With recent developments in BWR fuel manage-
ment, in particular the new control cell core11"15 

(CCC), the control rod programming problem has been 
simplified. We have therefore attempted the develop-
ment of a new fully automated three-dimensional con-
trol rod programming code, based on the CCC design, 
that does not have the previously cited disadvantages. 

The four fuel assemblies surrounding a given con-
trol rod are called a "control cell." In the minimum-
shuffle control cell core (MSCCC) arrangement,14 the 
control cells are divided into three groups (Fig. 1): 
Group one contains first- (fresh) and second-cycle fuel, 
group two third- and fourth-cycle fuel. The remaining 
cells are peripheral control cells that may contain a 
mixture of burnups. The MSCCC refueling strategy 
will 

1. discharge fourth-cycle fuel or move it to periph-
eral locations 

2. move second-cycle fuel into the previous fourth-
cycle fuel's positions 

3. load fresh fuel into positions previously oc-
cupied by second-cycle fuel 

4. keep the first and third fuel positions fixed (but 
fuel is interchangeable). 

This strategy leads to two successive core configura-
tions designated as A- and B-type cores (shown in 
Figs. 2a and 2b, respectively). It is seen from Figs. 2a 
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Fig. 2. (a) A-type core configuration and (b) B-type core configuration. 



and 2b that the radial positions of both group one 
control cells (first- and second-cycle fuel) and group 
two control cells (third- and fourth-cycle fuel) remain 
unchanged. However, the positions of the first- and 
second-cycle and third- and fourth-cycle assemblies are 
interchanged within each group when the core is 
switched from A to B type or vice versa. The key to 
control rod programming for a BWR with CCC design 
is that only the control rods that are surrounded by the 
third-cycle fuel are moved for reactivity compensation 
and power shaping during operation. That is to say, 
the control rods within first- and second-cycle fuel 
(group one) are always withdrawn during operation. 
The rods surrounded by third- and fourth-cycle fuel 
(group two) are used alternately in the A- and B-type 
core. Note that the position of the third-cycle fuel 
changes as one goes from an A- to B-type core (see 
Figs, lb and lc) so that the rods actually movet. are 
always surrounded by third-cycle fuel. In sum, by 
taking into account the peripheral control rods, which 
are always withdrawn during operation, only about 
one-fifth of the total number of control rods need to 
be considered in either cycle. This significantly reduces 
the number of control rod arrangements that must be 
evaluated. 

It was found that the simplification occasioned by 
the CCC design together with a rapid three-dimensional 
simulator enabled a practical automated procedure to 
be developed. The resulting computer program, ROD-
PRO, which follows heuristic rules, replaces the trial 
and error approach without requiring the use of a 
formal optimization procedure. 

BWR CORE SIMULATOR 

Nuclear Model 

Since RODPRO endeavors to simulate the be-
havior of a real BWR core, a three-dimensional BWR 
nuclear simulator interfacing with core thermal-hy-
draulic characteristics is required. Based on an exten-
sion of the group, two-dimensional model used by 
Lin et al.,16 such a three-dimensional coarse-mesh 
BWR core simulator has been developed. In this sim-
ulator, a node is considered to be a 0.3-m (1-ft) section 
of a fuel assembly. By following a development essen-
tially identical to that of Lin et al.,16 the finite differ-
ence form of the fast-group diffusion equation at 
interior node I is (see Nomenclature on p. 393) 

0 t t" - + ( 1 ~ & £ T- ~ 
K= 1 'K 

+ 4>fjVi _ *»./ 1 
It fT " Ke/f L f J 

(1) 

The quantity L} is given by 

Lj = D, (2) 
and the quantity @ is an empirical weighting factor be-
tween zero and one that allows the effect of diagonally 
placed assemblies to be taken into account. By recog-
nizing that thermal leakage is negligible from the large 
size nodes used, we obtain the thermal flux from 

(3) 

The scheme adopted by Lin et al.16 for the re-
flector boundary, where the reflector is replaced by 
albedo-type boundary conditions, is also used here. 
This yields for either radial or axial boundary nodes: 
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where 

<t>fj 

1 
7 K = afJ( \ - hK/Dfotff) 

and 

a f f = (1 /(DfKf)]tanh[nf(x2 -*,)] 

(4) 

(5) 

(6) 

The derivation of the finite difference equations 
for the one-group model is the same as for the U 
group model except Lj is replaced by the one-group 
neutron migration area M2. 

If I is an interior node, Eq. (4) will reduce to 
Eq. (1). Equation (4) can be rearranged to obtain an 
explicit form for the flux at node I. It is then used in 
an inner and an outer iteration scheme. The eigenvalue 
is evaluated from both the total neutron balance and 
the Rayleigh quotient. The difference between these 
two values determines the eigenvalue convergence in 
the source iteration. 

The flux-source iteration is imbedded within the 
outer void iteration required for all BWRs. To keep 
the computational time at a minimum, a partial con-
vergence scheme (described previously by Refs. 17 and 
18) is introduced in the void iteration. When partial 
convergence of flux and eigenvalue is reached, the void 
iteration is deliberately turned to the next cycle to 
renew nuclear parameters. With these more accurate 
parameters, the partial convergence of both flux and 
eigenvalue is again achieved. After several iterations 
with increasingly rigid convergence criteria, the desired 
final convergence criteria are then applied. As pre-
viously noted, this approach reduces computation time 
by more than a factor of 2. 



Computation of assembly voids requires calcula-
tion of the power production at each node. Previous 
observations have shown19 that improved power esti-
mates are achieved by basing the power on a flux 
which is a weighted average of the node flux and 
fluxes at surrounding node interfaces. The average 
flux for power estimation and void production is 
therefore obtained from 

where 

j _ w 6 

4>= w<t>,+ — — Z > j , 
6 J = i 

, + 4>JDJ 
D, + Dj 

(7) 

(8) 

and the modified flow rate for the /z'th void iteration 
is 

G," = G,"-[ + AG, . (10) 

The total flow through all channels is calculated by 
NA 

<»al = ff.X £ G," , (11) 

and the average channel flow rate is 

w" = w!'olal/NA . (12) 

The normalized relative flow rate for channel z, F", is 
then given by 

F" = (ac x G")/w" . (13) 

The difference between the eigenvalues of two suc-
cessive void iterations determines the convergence of 
void iteration, i.e., the convergence of the three-
dimensional simulation. Convergence of the void itera-
tion is required following every rod movement until 
criticality is reached. The burnup over a given time 
interval is then calculated, and the same computation 
process is repeated for the end of the step. Control 
rods are then interchanged and the procedure is 
repeated. Details of the numerical model may be 
found in Ref. 20. 

Thermal-Hydraulic Model 

For the most part, the thermal-hydraulic sub-
routine follows that previously developed by Lin et 
al.16 However, the previous scheme in which channel 
flows were adjusted in accordance with an input table 
is no longer used. Flows are adjusted by requiring 
uniform pressure drops across each channel and across 
the passage between channels. It is believed that this 
is more accurate than the previous approach. 

The flow adjustment is embodied in the void loop. 
By a set of assumed flow rates and an assumed power 
distribution, the void fraction for each channel is 
estimated along with the mixture density. The pressure 
drop through a channel is then calculated. An arbitrary 
perturbation of flow rates (2% increment in each 
channel) is introduced, and the same procedure as 
above is repeated to get the channel pressure drop 
after the perturbation. The results of these calculations 
are used to obtain the change of flow rate per unit 
pressure drop change, i.e., (dG/dAp), for each chan-
nel. The pressure drops across channels are averaged 
over all channels to obtain the average pressure drop 
A p. The deviation of pressure drop of an individual 
channel z from the average value, i.e., (Apj — Ap), is 
then used to calculate the flow rate change AG, of 
that channel as follows: 

The bypass flow rate, whvpass, is calculated in ac-
cordance with the average channel pressure drop Ap. 
The new total flow through all channels is then 

Wnew — ^core ~ Wbypass • (14) 
The final flow rate for channel z at the « ' th void iter-
ation is then given by 

G? = 
w ** n 
NA 

x F"/ac . (15) 

AG, = {Api - Ap) X (dG/dAp), , (9) 

This scheme avoids solving a set of simultaneous equa-
tions for channel flow rates under the condition of 
uniform pressure drop across the core. Moreover, by 
following the partial convergence idea mentioned 
previously, we omit an iterative procedure for obtain-
ing a consistent pressure drop-channel flow rate rela-
tionship in each void loop. Such consistency is only 
required at the end of the computations; hence, com-
puter time is saved. The flow rates are revised follow-
ing each void iteration until convergence of the 
three-dimensional simulation is achieved. 

CONTROL ROD PROGRAMMING 

Present BWR control rod programming practice 
divides the control rods used for power shaping and 
control of reactivity with lifetime into two groups. One 
group is either inserted deeply [ ~ 3 to 3.6 m ( - 1 0 to 
- 1 2 ft)] or is withdrawn. The other group is inserted 
to a shallow depth [0 to - 1 . 2 m (0 to ~ 4 ft)] or is 
fully withdrawn. After approximately every 1000 h of 
effective full power operation, the deep and shallow 
rod groups are interchanged (rod swap). This allows 
a more even fuel assembly burnup. 

The present automated scheme is designed to be 
fully consistent with current practice. The power shap-
ing rods are still divided into deep and shallow groups, 
and these groups are interchanged at preset (by user) 
intervals. Furthermore, in conformity with the CCC 
design principles, only these rods that are surrounded 
by third-cycle fuel are moved for power shaping and 
control of reactivity. The remaining rods are used only 



for startup and shutdown and are fully withdrawn 
when the reactor is at power. Rod motion is con-
strained by the core thermal limits. For the present 
case, the limit was based on a maximum linear power 
of 52.5 kW/m (16 kW/f t ) . A total peaking factor of 
2.91 was found to be consistent with this limit. The 
ratio of the power of the hottest rod in the assembly 
to the power of the average rod (local peaking factor) 
was taken as 1.30. This results in a limiting three-
dimensional peaking factor, based on assembly powers 
of 2.24. This value is slightly lower than that used by 
Kawai et al.10 

On the basis of separate computations, values of 
koo are determined as a function of moderator density 
for a cell with no control rod, a rod fully inserted, and 
a rod inserted halfway into the cell. The results are 
then fitted with polynomials having the same form as 
used in the NODE-B (Ref. 21) program. We write 

kac = Blj(l+B2jU+BvU2) , y = 1,2,3 , (16) 

with the index j indicating the degree of rod insertion. 
The RODPRO, the trial and error adjustment of 

the position of the power shaping rods is replaced by 
an automated procedure. Heuristic rules govern the 
actions of the computer program. Several sets of 
heuristic rules were examined in a preliminary study to 
find the best approach to be used. The strategies ex-
amined were 

1. Deep and shallow principle. (To shift the power 
peak toward the bottom of the core, rod pro-
grammers often try to keep the deep rods as 
deep as possible and the shallow rods as shallow 
as possible.) 

2. Keeping the location of axial peak as close to 
the location of the peak of the Haling distribu-
tion as possible. (If the assumption of a smooth 
axial power distribution is valid, then this 
scheme should be a way of approximating the 
Haling distribution.) 

3. Keeping the radial power distribution as close 
as possible to the radial power distribution 
found when all assemblies follow the appro-
priate Haling distribution axially. 

4. Keeping the magnitude of the peak power as 
low as possible. (In this scheme, rods were 
moved to suppress the highest peak power 
whenever it occurred.) 

From the preliminary results obtained, it was ob-
served that 

1. The first option kept the power peak at the 
lower part of the core approximately during the first 
half of the operational period (as can be seen in Fig. 
3), and created a bottom overburned axial burnup dis-
tribution at EOC. This avoided an unacceptably high 
power peak at the EOC with all rods out. 

2. Since the second option tried to match the 
locations of the Haling axial peaks, the shallow rods 
were not necessarily kept as shallow as possible at the 
early stages of operation. This procedure also created 
a bottom overburned axial burnup distribution at 
EOC. However, it was found that this strategy was 
very difficult to follow using only a limited number of 
isolated control rods. The rod arrangement required to 
bring the reactor just critical would often result in a 
significant deviation of the axial power distribution 
from the ideal Haling shape. 

3. The third and fourth options tended to insert 
the control rods more evenly than the first two op-
tions, because the deep and shallow principle would 
not naturally be applied in following these strategies. 
Therefore, the EOC axial burnup peaking tended to be 
shifted upward as shown in Fig. 3. A continuation of 
the same strategies for successive cycles tends to aggra-
vate the top overburned condition, and thus leads to 
an unallowable power peak at EOC with all rods with-
drawn. 

4. The first option had a slightly higher value of 
EOC reactivity than that of the core whose assemblies 
followed the ideal Haling distribution. The increased 
reactivity was obtained at the cost of a higher design 
power peak than obtained when following the Haling 
distribution. The second option provided almost the 
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Fig. 3. Comparison of typical EOC burnup distributions. 



same EOC reactivity as the ideal Haling distribution. 
The third and fourth options provided lower values 
than the Haling distribution. 

In view of these observations, it was decided to dis-
card the third and fourth options. Both the first and 
second options were then examined in detail. 

Deep and Shallow Option 

The deep and shallow control rod programming 
option is begun by assigning rod positions in accor-
dance with a set of heuristic rules. At beginning of 
cycle, the position of the first deep rod is determined 
by the location of the third-cycle fuel having the 
highest axial power with all rods out. The remaining 
rods that are to be used in the cycle are then arranged 
in alternating deep [3.35-m (11 -ft)] and shallow [0.3-m 
(1-ft)) positions. The reactivity is then adjusted to bring 
the core to criticality while avoiding any violation of 
thermal limitations, flattening radial power, and main-
taining the deep/shallow arrangement as much as 
possible. To do this, rods are inserted to suppress 
unacceptable peaking. If the core is supercritical after 
such rod insertion, the rod in the region with the 
highest axial power peak is inserted. If the depth of the 
inserted rod is more than 1.2 m (4 ft), the rod will be 
inserted to 3.35 m (11 ft). If the core is not far from 
criticality (k e j j < EIGVUP), a deep rod (if any) will 
be chosen for insertion to maintain the deep/shallow 
arrangement. On the other hand, if the core is con-
siderably subcritical ( k e f j < EIGVLO), the rod in the 
region of lowest axial power peak is almost totally 
withdrawn. If the core is slightly subcritical, a shallow 
rod will be chosen as the one to be withdrawn. The 
process of adjustment continues until the core is 
brought to criticality while meeting all constraints and 
the critical rod pattern so obtained is stored. By using 
this scheme, the ends of control rods will be located as 
far from the central part of the core as possible there-
fore minimizing the distortion of the Haling distri-
bution. 

After the core accumulates a burnup of -1000 h, 
the deep and shallow rods are interchanged and the 
starting rod pattern for this burnup step is then 
obtained by the previously described procedure. 

In many cases, the rod pattern at the end of first 
step (i.e., the rod pattern before swap of deep and 
shallow rods) is required in order to understand the 
rod pattern change during that period of operation. 
The previously obtained rod pattern for the first step 
(i.e., the stored startup rod pattern of the first step) is 
used, for the sake of saving computational time, to be-
gin a criticality search at the end of the burnup step. 
Generally, only a few rod movements are needed to 
bring the core to criticality. The entire procedure is 
then repeated at roughly 1000-h intervals until the end 
of life is reached. 

Location of Axial Peaks as Close to Position of 
Haling Distribution Peaks as Possible 

As previously indicated, this option attempts to 
follow the axial Haling distribution. Since a smooth 
variation in axial power shapes is assumed, the devi-
ation of the actual locations of the axial peaks from 
those for the ideal Haling locations was used to guide 
rod movement subject to meeting the required reactiv-
ity and thermal constraints. The scheme for assigning 
initial rod patterns for each burnup step was basically 
the same as that used for the deep/shallow option. 
Any violation of thermal limits was first suppressed by 
appropriate rod insertion. The deviations of axial peak 
locations from those of ideal Haling distributions were 
then mainly used to govern the rod adjustment. That 
is, after eliminating any violation of thermal con-
straints, if the core is slightly supercritical, the rod in 
the region with the axial peak location lower than that 
of the Haling distribution will be chosen to be inserted 
so as to shift the peak location upward. For the con-
siderably supercritical condition, however, the rod in 
the region of highest axial peak may be deeply [3.35 
m (11 ft)] inserted. On the other hand, if the core is 
considerably subcritical, the rod in the region of lowest 
axial peak will be almost totally [0.3 m (1 ft)] with-
drawn. For a slightly subcritical core, a shallow rod in 
the region with the axial peak location higher than that 
of the Haling distribution will be chosen for with-
drawal to shift the peak location downward. However, 
during the process of criticality adjustment, it may be 
found that no rod movements bring the axial power 
shape to a better fit of the Haling distribution. In that 
case, the magnitude of axial peak is used to guide the 
rod movement as done in the case of deep/shallow 
option. It was observed that in many cases the control 
rod pattern providing the best fit of the axial Haling 
distribution did not lead to a critical core. The crit-
icality requirement will often distort the ideal Haling 
distribution. The principal flow diagram for this 
approach is shown in Fig. 4. 

RESULTS 

The Peach Bottom BWR was selected as the ref-
erence core, and six successive cycles (i.e., three A-type 
cores and three B-type cores) were examined on the 
basis of a refueling scheme for the CCC design pro-
vided by REFUEL (Ref. 18). The control rod banks 
are defined in Fig. 5, and a set of rod patterns for a 
typical A core based on one-eighth core symmetry is 
illustrated in Fig. 6. From the rod bank axial positions 
in Fig. 6, it is seen that the deep and shallow principle 
was followed rather well throughout the core lifetime. 
However, during the operational period from 1000 to 
2000 h, shallow rod bank 4 was obliged to stay at the 
central part of the core in order to keep the power 



*PP(-I = Axial Peak Position of Ideal Haling Distribution 
PP = Axial Peak Position Calculated 

Fig. 4. Principal logic flow chart for scheme 2. 

peak from exceeding the limiting three-dimensional 
peaking factor. 

It can also be seen from Fig. 6 that the rod pattern 
does not change very much during the 1000-h opera-
tional time interval for each burnup step. The differ-
ence between the starting pattern and the ending 
pattern indicates to the reactor operators which rods 
to move and how far to move them during operation. 
On the other hand, a dramatic change of rod pattern 

occurs at the end of a burnup step (i.e., the beginning 
of the next step) where the interchange of deep and 
shallow rods takes place (rod swap). 

Figure 7 shows the comparison between a typical 
time-dependent average axial power distribution ob-
tained by the deep and shallow scheme and that of the 
ideal Haling distribution. It is seen that the average 
axial power distribution varies considerably from step 
to step, and that none entirely agrees with the Haling 
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Cycle Al B1 A2 B2 A3 B3 

Ideal Haling 1.56 1.52 1.55 1.50 1.55 1.50 
Scheme 1 2.14 2.19 1.99 2.21 2.01 2.16 
Scheme 2 2.18 2.15 1.93 2.17 2.00 

The maximum peaking factors found during the 
entire operational time of each cycle are compared in 
Table I. It can be seen from Table I that the peaking 
factors for both schemes are significantly higher than 
those of the ideal Haling distribution. However, the 
peaking factors are well within the limiting three-
dimensional assembly peaking factor of 2.24. It was 
also observed that the actual peaking factor can be 
reduced by setting a lower limit but at the cost of 
slightly lower EOC reactivity. 

distribution. However, as a whole, the time average 
axial power distribution over a cycle for the same cases 
are in fairly good agreement with the ideal Haling dis-
tribution as shown in Fig. 8. 

It can also be seen from Fig. 7 that the operational 
strategy adopted here keeps the axial location of the 
peak power as low as possible. In the latter portion of 
the cycle, the larger depletion at the lower elevations 
pushes the axial location of the peak power upward. 
Both strategies tend to create bottom overburned as-
semblies as shown in Fig. 8, and thus avoids unallow-
able peaking at EOC with all rods out. Figure 9 
illustrates the axial burnup shapes of different cycle 
fuel in a core at EOC for both schemes as well as those 
of the ideal Haling option. It may also be observed in 
Fig. 9 that the application of scheme 2 (Haling target) 
tends to shift the axial peak location 0.3 to 0.6 m (1 to 
2 ft) above the locations obtained in scheme 1 (deep/ 
shallow). This may result from the fact that during the 
early stages of the operation of the deep/shallow 
scheme (scheme 1) the requirement that the rod depth 
be as deep and as shallow as possible will create axial 
peaks at lower positions than those of the ideal Haling 
distribution and thus more depletion at the lower 
portion of the core. 

Examination of the multicycle EOC reactivities 
shows that the EOC reactivities for both schemes are 
nearly identical to the reactivities of the Haling option 
at the end of the A cycles. Scheme 1 provides reactivi-
ties that are slightly higher than those of the Haling 
cores at the end of B cycles (i.e., 0.9992 versus 0.9988); 
scheme 2 provides slightly lower reactivities at the end 
of the B cycles. 

DISCUSSION AND CONCLUSION 

The RODPRO code has been programmed to uti-
lize either the deep/shallow scheme or the scheme that 
keeps the axial location of the peak power close to the 
Haling power peak location. It was found that the 
deep/shallow scheme is the easiest to implement. Both 
schemes provide an almost identical axial burnup dis-
tribution for the fourth-cycle fuel (discharged fuel) at 
EOC. However, the deep and shallow scheme provides 
slightly higher reactivities at the end of the B cycles. 
It is therefore recommended. 

The work done indicates that achieving the target 
of an ideal Haling distribution at all times during oper-
ation by using only a limited number of discrete con-
trol rods is almost impossible. The present approach 
is believed to be a reasonable compromise. In it, the 
reactor is operated with a high power density in the 
lower regions of the core while attempting to obtain a 
whole cycle average power distribution, which would 
be in agreement with the ideal Haling distribution. 

This computer code is made possible by the recent 
CCC fuel management concept, which simplifies BWR 
operation and considerably reduces the number of 
control rods that need to be moved in a given cycle. 
This, together with a rapid three-dimensional core sim-
ulator, allows the computations to be completed in a 
reasonable time. The rod patterns thus obtained are 
believed highly acceptable. 

As noted previously, the fuel arrangement used in 
the CCC design examined in this study corresponds to 
the MSCCC configuration proposed by Fennern et 
al.14 It is possible that, in some reactor plants, group 
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1 control cells could lead to shutdown margin viola-
tions. The MSCCC fuel arrangement could then not 
be used. However, the basic CCC conccpt, in which 
less than one-fourth of the control rods are moved 
during operation and those rods moved are surrounded 
by low reactivity fuel, could still be applied. Since the 

logic of RODPRO is tied only to the CCC concept, 
and not to a particular refueling scheme, the program 
should remain applicable. A study of the behavior of 
RODPRO with another CCC would be desirable. 

The 1000-h period between rod swaps was ar-
bitrarily chosen without any attempt to optimize this 
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residence. 

period. A few preliminary runs indicated that longer 
periods between rod swaps could certainly be accom-
modated in the latter part of the cycle. A study of the 
optimal times between rod swaps, balancing the cost 
of derating during a rod swap against poorer power 
distributions, would be useful. 

Although the nuclear model used in RODPRO has 
been compared with other results, these comparisons 
have not been made specifically for a CCC design. It 
is possible that the increased core heterogeneity might 
require some adjustments to group parameters to 
achieve the degree of precision desired. However, in 
the core configuration examined, tighter restrictions on 
peak power could be met. Any power distribution in-
accuracies might therefore be dealt with by simply 
requiring a slightly lower peak power. 

The RODPRO code avoids the simplifications that 
have made previous theoretical work impractical; 
RODPRO can greatly reduce the engineering time 
required for BWR control rod programming. The 
computational time for examination of a one-eighth 
core on an AMDAHL 470/V6 computer is only - 1 5 



to 20 min. It is believed that a practical automated 
control rod programming procedure has been de-
veloped. 

NOMENCLATURE 

ac = flow area per channel (length squared) 

Ak = area of the boundary separating nodes / and 
K (cm2) 

A'k = surface area of reflector boundary (cm2) 

Bij.k = correlation constants 

Df = fast group diffusion coefficient (cm) 

D, = thermal group diffusion coefficient (cm) 

F = relative channel flow rate (core average is 1.0) 

G = mass velocity (mass/area-time) 
hK = distance from the center of node to the core-

reflector boundary (cm) 

H = number of diagonal assemblies replaced by the 
reflector 

i = channel index 

I = node index 

J = node index 

K = node index 

kx = infinite multiplication factor 

kejf = effective multiplication factor 

lK = distance between nodes / and K (cm) 

m = total number of nodes under consideration 

M = number of faces surrounded by the reflector 

n = void iteration index 

N = source iteration index 

NA = number of assemblies in the whole core 

Ap = pressure drop across channel (force/area) 

Ap = average pressure drop over the entire core 
(force/area) 

U = relative moderator density (dimensionless) 

W = weighting factor 

w = flow rate through channel (mass/time) 

X\ = location of core-reflector boundary (cm) 

x2 = location at which flux goes to zero (cm) 

0 = empirical weighting factor 

Kf =K} = {Za
f/Df)]/2 (cm-1) 

E" = fast group macroabsorption cross section 
(cm"1) 

= fast group macro-fission cross section (cm "') 

= thermal group macroabsorption cross section 
(cm- 1 ) 

= thermal group macro-fission cross section 
(cm"1) 

Lf = fast group macro-removal cross section 
(cm - 1 ) = E/ + Lf^, 

£/•_/ = macro-scattering cross section from fast group 
to thermal group (cm - 1 ) 

vj = neutrons produced per fast fission 

i>, = neutrons produced per thermal fission 

<t>/ = fast group flux (1/cm2-s) 

0, = thermal group flux ( l / cm 2 - s ) 

4>j = flux at interface between nodes I and 7 ( 1 / 
cm2-s) 

0 = node and surfaces average flux ( l / cm 2 - s ) 
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A program was carried out to develop a sodium 
vapor pressure measuring system using beta-alu-
mina ceramics for use in developing sodium vapor 
traps and monitoring sodium mist in cover gas for fast 
breeder reactors (FBRs) and test facilities. The sensor 
device was tested in a vacuum glass capsule. Its out-
put agreed well with theoretical results. Moreover, it 
proved to have the capability of measuring a lower 
vapor pressure near 10~5 Torr without any calibra-
tions. 

The measuring system, consisting of a beta-alu-
mina sensor device, gas circulating pump, gas heater, 
and mist trap, is applicable to FBR plants and test 
facilities that contain much sodium mist and to a tran-
sient monitoring system. This system was tested in an 
isothermal sodium vapor circulation test loop under 
conditions involving much sodium mist. 

INTRODUCTION 

In sodium-cooled fast breeder reactors (FBRs), 
large amounts of sodium vapor and mist in a cover gas 
adhere to the inner walls of pipings, valves, and var-
ious equipment in the cover gas system. Together with 
the gas movement, the vapor, mist, and moving gas 
combination becomes a cause of plugging and func-
tional disorder in the system. In order to prevent these 
problems, traps are widely used for the removal of 
sodium vapor or mist from the FBR. 

Generally, high efficiency sodium removal, low 
pressure drop, and long service life are required for the 

vapor trap performance. The sodium vapor concentra-
tion measurement has been a key element, especially 
in transient phases, such as cover gas absorption, in 
developing a basic understanding of the phenomena. 

An analysis of sodium vapor or mist concentration 
in the gap of the reactor roof has also been important 
when designing a reactor roof. Recently, in the sodium 
leak detection field, the need for a sodium concentra-
tion measurement technology has also arisen. 

In regard to continuously monitoring the sodium 
concentration in cover gas, several different methods, 
including the electric discharge method,1 had been 
suggested as being useful. Actually, however, a sam-
pling method has been used because of the simplicity, 
which requires no calibration. However, a measure-
ment by the sampling method usually takes 1 to 2 h, 
and it is impossible to continuously measure the so-
dium vapor concentration in the transient state. 

Moreover, a large amount of gas must be sampled 
for a gas flowing system with low sodium concen-
tration before it becomes feasible to use an analytic 
instrument. This fact is also unfavorable from the 
point of view of affecting the system conditions. 

For this reason, the continuous on-line sodium 
vapor pressure meter development was planned using 
a beta-alumina solid electrolyte. Sodium ions are able 
to transmit through beta-alumina ceramics. The equi-
librium electromotive force (emf) is proportional to the 
sodium vapor pressure difference between the two 
sides of ceramics. Beta-alumina has been applied to 
high-energy density sodium-sulfur batteries as elec-
trolytes, whose characteristics have been published in 
some reports.2 ,3 

A sodium vapor pressure measuring system, de-
veloped on a trial basis, proved to be fully usable 
without calibration in a sodium vapor and mist atmo-
sphere. 



BACKGROUND 

When sodium vapor pressures are different on the 
two sides of a beta-alumina sheet, sodium ions have a 
tendency to transmit from the high-pressure to the 
low-pressure side, as shown in Fig. 1. In this case, a 
kind of sodium battery is formed so that the high 
pressure side becomes an anode and the other side 
becomes a cathode. The reaction equations are ex-
pressed by: 

Na - » N a + + e~ 

and 
N a + + e' Na 

(1) 

(2) 
The equilibrium emf E (in volts) is predicted by the 
Nernst equation: 

(3) 
nF P2 

where 

R = gas constant 

T = sensor temperature (K) 

n - number of charges at electrode reaction (« = 
1 here) 

F = Faraday constant 

Pi = primary sodium vapor pressure 

P2 = secondary sodium vapor pressure. 

Therefore, if the primary sodium vapor pressure is 
kept at a known value, the secondary pressure can be 
calculated easily by using Eq. (3). 

BETA ALUMINA SENSOR 

Figure 2 shows the sodium vapor pressure sensor. 
The beta-alumina cell is connected to an alpha-alu-
mina tube with solder glass, and the alpha-alumina 
tube is hermetically sealed to a Kovar flange. The beta-
alumina sensor is evacuated and ~3 g of sodium is 
enclosed in it. The inside sodium vapor pressure is 
calculated by the following formula4 : 

l o g P = 6.354 - ^ _ o . 5 1 o g r N a (4) 
'Na 

where 

P = saturated sodium vapor pressure (atm) 

r N a = sodium temperature (K). 

The inner sodium temperature is measured by an in-
serted thermocouple. The thermocouple well, made of 
stainless steel, is also used as an inner cathode. A 
stainless steel mesh is wrapped around the beta-alu-
mina cell for the anode. 

Beta-alumina material 

Fig. 1. Sodium ion current in a beta-alumina solid electro-
lyte. 

Electrode (-

ii m 
/ 

Alpha-alumina 

Thermocouple 

Beta-alumina 

Sodium 

Electrode (+) 

Fig. 2. Sodium vapor pressure sensor device configuration 
(measurements are in millimetres). 



EXPERIMENT IN A GLASS CAPSULE 

A preliminary test was performed in a glass cap-
sule, as shown in Fig. 3, in order to check the emf 
from the beta-alumina sensor in a pure sodium vapor 
environment without inert gas or generated sodium 
mist. The glass capsule is 100 mm in diameter and 
500 mm high, in which 30 g of sodium is inserted. The 
capsule was evacuated and baked at 400°C for 1 h 
to degas the construction material. The capsule was 
then hermetically sealed. Residual gas pressure was 
<10~5 mm Hg at room temperature. The sodium was 
heated by a heater wrapped around the capsule so that 
it was filled with saturated sodium vapor at that tem-
perature. The sensor temperature is always kept higher 
than the capsule sodium temperature, with separate 
controls for the two heaters around the sensor and the 
sodium in order to avoid sodium condensation on the 
beta-alumina sensor surface. 

Therefore, as the reference vapor pressure is al-
ways kept higher than the outside pressure, a small 
amount of sodium permeates through the beta-alu-
mina wall. Figure 4 shows test results indicating the 
relation between the output (emf) and the sodium 
vapor pressure, with changing sodium temperature in 
the capsule as a parameter. The lines show calculated 
sodium vapor pressures from Eq. (3) and agree with 
the experiments. Although it was hard until now to 
measure such a low sodium vapor pressure as 10 - 4 to 
10 - 6 Torr, it has become possible to detect as far as 
10""6 Torr orders of magnitude. Moreover, it was 
proved that calibration is unnecessary for this method. 

EXPERIMENT IN A TEST LOOP CIRCULATING SODIUM 
VAPOR/MIST AND COVER GAS 

Fig. 3. Laboratory apparatus for testing a sensor in a 
vacuum glass capsule. 

Sodium Vapor Concentration Measuring Unit 

Generally, a large amount of sodium mist exists in 
the cover gas in actual sodium loops and FBR plants. 
The amount is estimated to increase exponentially with 
temperature increase. 

On the other hand, the emf for this beta-alumina 
sensor is in proportion to the vapor pressure, only as 
described previously. Therefore, sodium mist must be 
vaporized completely around the beta-alumina sensor 
surface in order to measure all the sodium accurately. 

If liquid sodium or sodium mist adheres on the 
beta-alumina surface, the sodium vapor pressure 
around the device becomes saturated at surface tem-
perature, so that the difference between inner and 
outer surface sodium vapor pressure becomes zero. 

Therefore, the sodium vapor concentration mea-
surement unit was designed considering these factors, 
as shown in Figs. 5 and 6. A heating vessel with a 
beta-alumina sensor on the upper part was installed to 
completely vaporize the sodium mist. A circulation 

> 
E 

10"4 ICC3 

P2 (mm Hg) 

Fig. 4. The emf versus sodium vapor pressure in a vacuum 
glass capsule calculated from sodium pool temper-
ature. 
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Fig. 5. Sodium vapor concentration measuring unit layout. 

Fig. 6. Sodium vapor sensor and measuring unit. 

pump was installed to introduce the gas from the sys-
tem at a constant flow rate. 

Measurement in an Isothermal Sodium 
Vapor Circulation Loop 

A test was performed using an isothermal sodium 
vapor forced circulation test loop that included a 

sodium evaporator, as shown in Fig. 7. The sodium 
vapor concentration measuring unit, shown in Fig. 5 
by the box, was installed at the nozzle. The objec-
tive of this experiment was to compare the sensor 
output emf in an actual sodium vapor circulation loop 
with calculated results. In this test run, the same kind 
of beta-alumina sensor was also set up on the top of 
the sodium evaporator in order to confirm the repro-
ducibility of the sensor and the reappearance of the 
output from the sensor itself in the sodium vapor cir-
culation loop after the preceding glass capsule test. On 
the other hand, the purpose of the unit sensor is to 
check and develop the total system for the measure-
ment unit, i.e., to test the sampling and the vaporiza-
tion of the sodium mist, to confirm the reliability of 
the filter and the pump, and to check the control 
method and the level of the unit temperature. 

Figure 8 shows the two sensor emfs brought about 
by changes in the sodium evaporator temperature. The 
emf from the sensor set up on the evaporator agrees 
with calculated saturated values at sodium tempera-
ture. As the sodium temperature decreases, the emf 
becomes lower, in comparison with calculated value. 
This situation is assumed to be caused by the low 
sodium evaporating rate from the sodium surface in 
the evaporator under 5 f /min argon gas circulating 
flow rate conditions. The actual sodium vapor pres-
sure around the sensor was estimated to be lower than 

Sodium vapor 
concentration 
measuring unit 
(see Fig. 5) 

Cold trap ^Sodium 

Fig. 7. Sodium vapor forced circulation test loop. 
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Fig. 8. Comparison between continuous measurement results from pot and unit sensors. 

the saturated value calculated from the sodium tem-
perature in the evaporator, so that the indicated emf 
is probably a correct value. Otherwise, the sensor emf 
in the unit is fluctuated in comparison with the other 
sensor. The reason is that the temperature at the unit 
entrance nozzle is disturbed a little, so sodium con-
denses and evaporates alternately on the inner surface 
of the nozzle. This phenomenon is also caused by the 
fact that the average emf value is close to the value 
calculated from the local sodium temperature. There-
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Fig. 9. Fluctuation range in the forced circulation test 
loop. 

fore, the sensor emf probably indicates the true vapor 
pressure around it. 

Figure 9 shows the relation between detected so-
dium vapor pressure and the sodium pool tempera-
ture. 

Figure 10 shows the sensor response curve at 

1 0 c -

1 -O) 
X 
E 
£ 

1 0 " ' -

o a 

E 3 
T3 o to 1 0 - 2 -

1 h 

1 0 " 

h Sensor temperature k 
Sensor output 

Pot sodium 
temperature 

J L 

500 

400 _ 
P 
O) 
3 
( V 
a 
E 

300 

Time 

Fig. 10. Sensor output with changing sensor temperature. 



changed sodium reference temperatures in the beta-
alumina cell, while keeping the circulated sodium 
vapor and gas constant. In this run, the sensor temper-
ature was changed from 330 to 380°C. The sensor emf 
was the same value as that calculated from Eq. (1) 
when both sensors were in the steady state. 

Experiment in the Sodium Loop 
Containing Sodium Mist 

This test was performed to check whether or not 
the sodium mist sampled from the sodium loop was 
completely vaporized in the heater and indicates the 
total sodium concentration. 

A vapor trap test loop, shown in Fig. 11, was used 
in this test, because a constant supply of sodium vapor 
and mist was required. Saturated sodium vapor at 
~500°C flowed into the vapor trap and was cooled to 
130°C at the outlet. Some sodium vapor was trapped 
in the vapor trap and the rest was carried over. The 
sodium vapor detector unit, shown in Fig. 5, was set 
up at the vapor trap outlet nozzle. Some vapor and 
mist was introduced into the unit. The nozzle temper-
ature was kept at 350°C at the small vapor trap in the 
unit, and the gas flow rate was regulated to 5 f /min. 

Figure 12 shows the device emf from the beginning 
of the test. The dots show results obtained from the 
other nozzle at the vapor trap outlet, using the usual 
sampling method. The dotted line shows the average 
value during this run calculated from the measurement 
of all the sodium deposited on the small vapor trap 
and filter in the unit. 

Since the vapor trap outlet temperature was kept 
at 130°C, the amount of sampled sodium mist in the 
unit was several thousand times that of sodium vapor. 
It was proved to be completely vaporized and detected. 
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Fig. 12. Unit sensor output in the vapor t rap outlet. 

DISCUSSION 

When processing a sodium vapor detector with a 
beta-alumina solid electrolyte, the problem is the 
amount of heat that the seal material used between 

Fig. 11. Vapor trap test loop. 



beta- and alpha-alumina can withstand. The maximum 
operating temperature for this sensor device is limited 
by the seal material. Therefore, the maximum measur-
able sodium vapor concentration is the saturated value 
in equilibrium with the maximum temperature. This 
temperature is ~350°C. The sensor has been used for 
-1000 h at 350°C and a few hours at 420°C in steady 
state. No trouble, however, occurred. 

When the beta-alumina sensor device is used for a 
sodium system in which the sodium vapor or mist con-
centration changes momentarily, the device response 
time becomes an important problem. Since the elec-
trochemical transport time for sodium ions in beta-
alumina itself is estimated to be a few milliseconds, it 
seems to suggest that the critical delay time is generally 
induced by sodium vapor diffusion to the sensor sur-
face. For this problem, since a forced absorption unit 
was adopted in this test, the sodium vapor transport 
delay time could be short. 

On the other hand, it is reported that beta-alumina 
has a property whereby it responds sensitively to oxy-
gen. Therefore, if an oxidized layer adheres on the sen-
sor device surface, it does not indicate sodium vapor 
pressure exactly and accurately. In this test, the emf 
became a very high voltage during 20 to 50 h from the 
beginning of the test, as shown in Fig. 12. After that, 
the sensor device indicated normal voltage. This seems 
to be because the sensor device's surface had been 
cleaned by sodium vapor/mist. 

CONCLUSION 

A sodium vapor pressure detector and a measur-
ing unit have been developed using a beta-alumina 

solid electrolyte. The results obtained in this study can 
be summarized as follows: 

1. Sodium vapor pressures from 1.65 x 10_ I to 
2.78 x 10 - 6 Torr at equivalent saturated sodium tem-
peratures from 305 to 140°C were measured continu-
ously without any calibrations. 

2. Sampled sodium mist was vaporized completely 
by the heater in the measuring unit. This measuring 
unit is useful for measuring sodium concentration in 
a sodium loop that includes sodium mist. 
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The effect of an electric field on the deposition of 
a confined aerosol in the presence of ionizing radiation 
is determined experimentally. A method to determine 
depositional rate coefficients from measurements of 
steady-state relative aerosol concentrations in a con-
tinuously reinforced chamber is used to obtain ex-
perimental data for monodisperse aerosols. Results 
were obtained for 0.1- and 0.5-fxm-diam polystyrene 
aerosols in a 6000-cm3 container in which the average 
air absorbed dose rate is 0.22 Gy/h (22 rad/h). Data 
are obtained in the absence and in the presence of an 
externally applied electric field of 10s V/m. 

Significant reductions in aerosol concentration 
were observed in the chamber upon application of the 
electric field. In the absence of ionizing radiation, the 
depositional rate coefficient increases by a factor of 5 
to 10. In the presence of ionizing radiation it increases 
by more than two orders of magnitude. Based on these 
results, it is concluded that electrical deposition may 
have potential use as the basis for a technique to 
reduce concentrations of nuclear aerosols. 

negative ions, creating regions where particles can ac-
quire substantial levels of charge. Once charged, par-
ticles can be influenced by the electrophoretic force, 
and electrical effects can play a significant role in the 
evolution and fate of the aerosol. 

One electrical effect of potential importance is 
enhanced deposition. From experiments in a flow 
system,5 '6 it is known that ionizing radiation and an 
electric field can be used to remove suspended particles 
from a gas stream. A logical extension in the nuclear 
safety context is the use of an electric field as the basis 
for an engineered feature to reduce the aerosol source 
term. To assess the scientific feasibility of the idea, 
data are needed for demonstrating the effect of ioniz-
ing radiation and an electric field on aerosol concen-
trations in a confined space and for quantifying the 
effects. Presented in this paper are results of bench-
scale experiments conducted on 0.1- and 0.5-/xm-diam 
aerosol in an electric field of 105 V/m and an ion 
generation rate on the order of 10 1 3 /m 3 -s (~22 
r ad /h ) . It is found that the electric and radiation 
fields combine to reduce significantly aerosol concen-
trations and that the effect can be quantified ex-
perimentally in terms of a depositional rate coefficient. 

INTRODUCTION 

The behavior of the aerosol produced in a de-
graded core accident is governed by a number of 
physical processes—nucleation, condensation, coagula-
tion, gravitational settling, and various depositional 
mechanisms.1"3 In the normal evolution of the post-
accident aerosol, electrical effects are generally con-
sidered unimportant because particles are assumed to 
be neutralized by positive and negative ions that are 
continuously produced by the ionizing radiation.4 

However, if an electric field is present, the situation 
changes. The field serves to separate positive and 

THEORY 

The postaccident aerosol in containment evolves as 
a consequence of a variety of particle growth and 
removal processes along with convective mixing. The 
behavior of particles of a given size may be described 
by the following kinetic equation7 : 

dn 
- ( r , t ) + V-n(r,f)v 
ot 

= V-(£> + e)Vn{r,t) -V-n(r,t)c 

+ g(r,t) - l { f , t ) , (1) 



where 

n = particle concentration 

f = position vector 

dV = volume element 

v = fluid velocity vector 

D = particle diffusion coefficient 

e = turbulent eddy diffusivity 

c = particle velocity due to external forces 

g,l = particle gain or loss rate per unit volume. 

The first term on the left side of Eq. (1) is the rate of 
change of particle concentration in dV at time t. The 
second term represents convective transport, assuming 
that the particles move with the fluid. The first term 
on the right side represents transport due to Brownian 
plus turbulent diffusion, and the second represents 
transport due to external forces. The gain and loss 
terms represent particle generation and processes such 
as coagulation, nucleation, and condensation. 

A mixed chamber is one in which convective mix-
ing maintains a uniform aerosol concentration, N, 
everywhere except within a small distance, 5, of sur-
faces. An equation for the concentration as a function 
of time in a mixed chamber can be obtained by 
operating on Eq. (1) with the volume integral, jdV, 
and subsequently applying the divergence theorem to 
the first two terms on the right side of the equation. 
The result is 

dN(t) 
dt — Sj(t) + S0(t) 

= G(t)-nn-

ffl 
D+e 

N(t) 

+ c„ dA (2) 

where 

= J n(f,t)dV 

= | j g(r,t)dV 

L(t) 
• I f " -

t)dV 

cn = normal component of particle velocity 
due to external forces. 

The third term on the right side of Eq. (2) 
represents particle deposition on surfaces in the 
chamber. This term may be written as NR, where R is 
a depositional rate coefficient. If the depositional 
mechanisms are assumed to be independent, R = LRn 
where the Rj are rate coefficients for the various 
mechanisms. Diffusional, gravitational, and electrical 
depositions are given by 

R„ = 
D + e(As 

RP-ZpE[ 

(3a) 

(3b) 

(3c) 

where 

v, = gravitational settling velocity 

Zp = particle electrical mobility 

E = electric field strength 

As, Af, and Ae = chamber surface area, floor 
area, and electrode area, respec-
tively. 

In terms of the depositional rate coefficients, Eq. (2) 
becomes 

dN 
dt 

Sj + S0 = G — L — RjN-RxN-ReN . (4) 

As seen in Eq. (3c), electrical deposition depends 
on particle mobility and electric field strength. Parti-
cle electrical mobility is proportional to particle 
charge, namely, 

= ncqe 
p 3tvt]DpC 

(5) 

where 

and where 

Sj and S0 = aerosol input and leakage, respectively 

V = chamber volume 

6 = boundary layer thickness 

nc = number of elementary charges carried by a 
particle 

qe = elementary charge unit (1.6 x 10"19 coul) 

77 = absolute viscosity 

Dp = particle diameter 

C = Cunningham correction factor. 

Particles acquire charge from gaseous ions pro-
duced by ionizing radiation in the presence of an ex-
ternal electric field. The electric field causes positive 
and negative ions to drift in opposite directions and 
results in the creation of regions where there exist im-
balances in positive and negative ion conductivity. In 



regions where positive ions dominate, the net charging 
rate is positive. In regions of negative ion dominance, 
it is negative. The spatial variation of positive and 
negative ion conductivities depends on the electric field 
strength and the ion generation rate. For example, the 
positive conductivity due to uniform ion generation 
between parallel plate electrodes increases linearly, 
from zero at the positive plate to a maximum at the 
negative plate. The negative conductivity decreases 
from a maximum of the positive plate to zero at the 
negative plate. In general, the conductivities are deter-
mined by solving simultaneously the positive and 
negative ion continuity equations and Poisson's equa-
tion.8 

The charge acquired by a particle exposed to 
bipolar ions ultimately reaches a steady-state level, the 
magnitude of which depends on the positive to 
negative ion conductivity ratio, electric field strength, 
particle size, and particle dielectric constant.9 The 
conductivity ratio varies from zero (unipolar negative) 
at the positive plate to unity (equal bipolar) at a point 
between the plates and then to infinity (unipolar 
positive) at the negative plate. The corresponding net 
particle charge changes from highly negative to zero to 
highly positive. Particle charge increases with increas-
ing electric field strength and particle diameter, and it 
is higher for conducting particles than it is for in-
sulating particles. 

When the positive and negative conductivities are 
equal, the aerosol obtains a state of minimum charge. 
This minimum, or "neutral," charge state is referred 
to as Boltzmann equilibrium and is characterized by a 
distribution having a mean of zero and decreasing 
numbers of particles with ±1, ±2, ±3, etc. charges.10 

In a mixed chamber, the particle charging and 
deposition problem is difficult to address theoretically 
because mixing causes particles to traverse regions 
where the charging conditions vary. In fact, the 
possibility exists for particles to move from a region 
where the net charging rate changes sign from positive 
to negative or vice versa. Complicating the situation is 
the superposition of electrical transport on fluid 
transport, once the particles acquire charge. The elec-
trical force causes particles to move toward regions 
where the magnitude of charge increases. Thus, once 
electrical transport begins to dominate convective 
transport, a particle should quickly be deposited. 

EXPERIMENT 

Laboratory experiments were conducted to deter-
mine if significant electrical deposition could be 
observed for submicrometre aerosols and to measure 
the depositional rate coefficients. The apparatus 
(Fig. 1) consisted of an aerosol generation system, a 
test chamber, and an aerosol detector. The apparatus, 
experimental procedure, and data analysis are dis-
cussed below. 

Apparatus and Procedure 

Highly monodisperse 0.1- or 0.5-^m-diam aerosols 
of polystyrene spheres3 were generated by air blast 
atomization" of dilute ( - 0 . 1 % solids by mass) aque-
ous suspensions. The liquid feed rate to the atomizer 
ranged from 0.5 to 1 cm 3 /min . The liquid was 

aDow Chemical Company. 

Fig. 1. Schematic of the experimental apparatus, including a top view of the chamber. 



atomized by filtered air supplied through a 0.34-mm 
orifice at a flow rate of - 5 0 cm 3 / s . The aerosol then 
flowed through a 2 l 0 Po charge neutralizer to mini-
mize aerosol charge before entering the chamber. The 
aerosol concentration in the inlet stream was 500 to 
1000/cm3 for 0.5-^m-diam particles and ~10 4 / cm 3 

for 0.1-^m-diam particles. 
The aerosol was introduced into the top of a 

6000-cm3 chamber (10 cm wide x 20 cm long x 30 cm 
high). Parallel plate electrodes (20 x 30 cm) were 
located on two opposing walls of the chamber. One 
plate was connected to a dc high voltage supply and 
the other one was grounded. The plate separation was 
10 cm. Guard wires were situated on the periphery of 
the test region, between the plates, to maintain a 
uniform electric field in the chamber. A 3.7 x 108 Bq 
(10-mCi) line source of 85Krb could be inserted into 
the chamber, adjacent to the grounded electrode. The 
average absorbed dose rate in the chamber, based on 
measurement of the net saturation current to the 
grounded plate, was - 0 . 2 2 Gy/h (22 rad/h) . 

The chamber concentration was measured con-
tinuously through a tube inserted into the center of the 
chamber. The aerosol was immediately sent through a 
neutralizer to prevent electrostatic removal in subse-
quent sampling lines or in the aerosol detector. A 
photometer,0 modified by routing the output current 
from the photomultiplier tube to a more sensitive elec-
trometer,'1 was used to detect the aerosol. Although 
the response of the photometer decreases significantly 
between 0.5 and 0.1 /xm, the concentration of 0.1-/im-
diam particles was sufficiently large to yield a detect-
able current. 

The test procedure was as follows. First, the inlet 
concentration was measured. With E = 0, the steady-
state concentration in the chamber was measured. The 
inlet concentration was then checked and the electric 
field ( £ = 105 V /m) was applied. The chamber con-
centration was subsequently measured as a function of 
time until steady state was again reached. The inlet 
concentration was then rechecked. The above pro-
cedure was followed both with the source absent and 
with the source present. 

Data Analysis 

In the experiments, particles are fed into the 
chamber from the aerosol generator and extracted for 
sampling. The flow terms in Eq. (4) thus become 
S, = NiQ/V and S0 = NQ/V, where N, is inlet concen-
tration, N is chamber concentration, and Q is volu-
metric flow rate. The only gain or loss mechanism of 
possible significance is coagulation. However, even if 
coagulation is enhanced by electrical forces, calcula-

b3-M Corporation. 
cRoyco 230. 

tions based on theory7,12 indicate it to only become 
important for a particle concentration on the order of 
10 / cm 3 . This is well in excess of particle concentra-
tions in these experiments. This leaves deposition as 
the only process within the chamber that affects the 
aerosol concentration, and Eq. (4) reduces to 

^ = %(Ni-N)-RN . 
at V (6) 

In terms of the relative concentration, / = N/N,, Eq. 
(6) becomes 

f - M - S ) . (7) 

Depositional rate coefficients are determined from 
steady-state measurements of / . The steady-state rela-
tive concentration is 

•fss 
Q/V 

(R + Q/V) 
(8) 

Since the flow rate and chamber volume are known, 
Eq. (8) can be used to determine the rate coefficient, 
namely, 

R = e / i - / * 
fss 

(9) 

Equation (9) gives the total depositional rate coeffi-
cient. The electrical depositional rate coefficient is 
determined by finding R in the absence of the electric-
field and R' in its presence. Since the diffusional and 
gravitational coefficients are the same in each test, the 
electrical coefficient is obtained by subtraction: 

Re = R'-R (10) 

RESULTS 

JKeithIey 610B. 

Results of an experiment with 0.1-^m-diam aerosol 
are shown in Fig. 2, where the ratio of chamber con-
centration to inlet concentration is displayed as a func-
tion of time. An initial steady-state concentration of 
0.8 was observed under conditions of negligible radia-
tion dose rate (i.e., background levels) and zero elec-
tric field strength. On application of an electric field 
of 105 V/m, the concentration decreased to - 0 . 4 . It 
returned to the initial level of 0.8 when the electric 
field was removed. Following insertion of the source, 
the concentration climbed to - 0 . 9 . Then, on applica-
tion of the electric field, the concentration decreased 
rapidly to a steady-state level of 0.05. This latter 
decrease was observed again following a subsequent 
o f f / o n cycle of the field. 

Data for 0.5-^m-diam aerosol are presented in 
Fig. 3. Shown here is relative concentration following 
application of the electric field in the absence (Fig. 3a) 
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and in the presence (Fig. 3b) of the source. In the ab-
sence of ionizing radiation, the concentration 
decreased from -0 .87 to <0.4 after application of the 
field. In the presence of ionizing radiation, it decreased 
from 1.0 to 0.07. 

From these data it is seen that the electric field had 
a significant impact on aerosol concentration and that 
the effect was enhanced by ionizing radiation. These 
effects can be explained by particle charge levels. In 
the absence of ionizing radiation, those particles in the 
entering aerosol that possess a sufficient number of 
charges are deposited on the electrodes by the electric 
field. The particles are given charge in the process of 
being atomized. This charge is then reduced as the 
aerosol passes through the neutralizer. (However, as 

noted later, complete neutralization to Boltzmann 
equilibrium may not have occurred.) In the presence 
of ionizing radiation and the electric field, particle 
charge levels are increased and a greater fraction of the 
particles are deposited. As explained in the theory sec-
tion, a region of positive ion dominance adjacent to 
the negative electrode and a region of negative ion 
dominance near the positive electrode are responsible 
for the increase in particle charge. 

The observations of relative aerosol concentration 
can be used to quantify deposition processes through 
Eqs. (9) and (10). Results are given in Table I. The 
total depositional rate coefficient increased by a fac-
tor of between 5 and 10 when the field was applied in 
the absence of ionizing radiation. It increased more 



TABLE I 

Total and Electrical Depositional Rate Coefficients 

DP E Dose Rate R Re 
(/mi) (V/m) (rad/h) fss (s"1) (S"1) 

0.1 0 0 0.8 0.0025 0.0 
0.1 10s 0 0.38 0.016 0.014 
0.1 0 22 0.9 0.0009 0.0 
0.1 10s 22 0.05 0.19 0.19 

0.5 0 0 0.87 0.0014 0.0 
0.5 10s 0 0.36 0.016 0.015 
0.5 0 22 1.0 <0.0005 0.0 
0.5 105 22 0.072 0.12 0.12 

TABLE II 

Particle Charge Calculated from the Electrical 
Depositional Rate Coefficient 

Dn E Dose Rate R„ 
(^m) (V/m) (rad/h) (s"1) (m2/V-s) Ne 

0.1 105 0 0.014 7 X 10"9 0.27 
0.1 105 22 0.19 9.5 x 10"8 3.6 
0.5 105 0 0.015 7.5 x 10"9 3.0 
0.5 105 22 0.12 6 x 10"8 24 

than two orders of magnitude when the field was ap-
plied in the presence of ionizing radiation. 

Estimates of particle charge using the experimen-
tal electrical depositional rate coefficients and Eqs. (3c) 
and (5) are given in Table II. The charge levels are 
reasonable based on comparisons with aerosol charg-
ing data available in the literature.9 '10,13 

Although the principal objective of these experi-
ments was to determine the effects of ionizing radia-
tion and an electric field on aerosol deposition, effects 
of ionizing radiation alone are suggested by the data. 
For both particle sizes, there was a small but measure-
able reduction in aerosol concentration in the absence 
of both radiation and the electric field. Since gravita-
tional settling and coagulation were negligible, it is 
likely that this was due to diffusive deposition. The ex-
perimental depositional rate coefficient calculated for 
0.1-/^m-diam particles is larger than that for 0.5-/*m-
diam particles. Qualitatively, this is consistent with 
theory for deposition by convective diffusion.12 With 
ionizing radiation present, aerosol concentration in-
creased (Figs. 2 and 3 and Table I). In fact, for 0.5-
/im-diam particles the chamber concentration was 
equal to the inlet concentration, indicating negligible 
deposition. A possible explanation for this reduction 
of deposition is that particle charge, through the elec-
trical image force, played a role in deposition. It is 

conjectured that the input aerosol either was not fully 
neutralized or possessed a broader charge distribution 
than the Boltzmann equilibrium distribution and that 
deposition of particles in the high charge portion of 
the distribution was enhanced by the electrical image 
force. In the ionized chamber, however, the charge 
distribution was reduced to Boltzmann equilibrium, 
with a consequent reduction in image force deposition. 
A direct measure of particle charge distributions would 
need to be made to confirm the suspicion of non-
Boltzmann charge on the input aerosol. 

DISCUSSION 

To evaluate the use of an electric field as the basis 
for an engineered safeguard, the dependence of the 
electrical depositional rate coefficient would need to be 
determined as a function of electric field strength, ab-
sorbed dose rate, and mixing intensity. The electrical 
effects are expected to vary as the square of electric 
field strength. This is because the electrical deposi-
tional coefficient is proportional to the product of 
electric field strength and particle electrical mobility. 
Particle mobility is proportional to particle charge, 
which, in turn, is proportional to electric field strength. 
At the very high dose rates expected following a 
degraded core accident, space charge effects would 
decrease the electric field in the central region of the 
chamber, but would increase the field near the elec-
trodes. Since it is likely that most of the enhanced 
removal is due to charging and electrical transport oc-
curring near the plates, rather than in the bulk of the 
chamber, electrical deposition should increase with in-
creasing dose rate. With increasing mixing intensity, it 
is expected that the electrical effects would decrease in 
importance. This is due to an increase in convective 
transport of charged particles of one polarity to 
regions where ions of opposite polarity are dominant, 
the result being a lowering of particle charge. 

Another consideration in evaluating electrical ef-
fects is aerosol concentration. A very dilute aerosol 
was used in these experiments in order to isolate and 
thereby quantify the effect of ionizing radiation and 
an electric field. The aerosol in containment following 
a degraded core accident could be over a million times 
more concentrated. A thick layer of high resistivity 
particles on an electrode could cause a significant 
reduction of electric field strength. In addition, at high 
concentrations coagulation can play a major role in 
aerosol dynamics. Electrical effects could either en-
hance or retard coagulation, depending on the extent 
of mixing of positively and negatively charged par-
ticles. In very high electric fields, coagulation could be 
enhanced, especially for particles that may have ag-
glomerated to form a colinear chain. 

The well-mixed model, because it is based on the 
assumption of homogeneity throughout the bulk of 



the chamber, may not be appropriate for electrical ef-
fects. Particle mobilities are not constant across the 
chamber, and they depend on the intensity of mixing 
in the chamber. The electrical mobilities and particle 
charges, given in Table II, are probably representative 
of particles near the plates and are much higher than 
mobilities and charges on particles located in the cen-
tral portion of the chamber. However, the well-mixed 
model is a useful tool for quantifying the experimen-
tal measurements. The electrical deposition coefficients 
measured in laboratory experiments can be scaled to 
estimate electrical deposition in larger systems through 
the Ag/V factor in Eq. (3c). However, this is only 
valid for comparable absorbed dose rates, electric 
fields, and mixing intensities. 

This research has been confined to a study of elec-
trical deposition of nuclear aerosols in the presence of 
an external electric field. Electrical effects are also 
possible in the absence of an external field if particles 
possess charge. Particles frequently acquire charge 
upon being generated, and may be influenced by elec-
trical forces before being neutralized. Also, radioac-
tive particles can be self-charged.1 4 '" As mentioned 
earlier, the presence of charge on particles enhances 
deposition and can affect coagulation, retarding it 
when the particles have the same sign and enhancing 
it when they have the opposite sign. 

CONCLUSIONS 

It is demonstrated that an electric field can 
significantly reduce the concentration of a confined 
aerosol in the presence of ionizing radiation. Using a 
well-mixed model for aerosol behavior, deposition is 
quantified experimentally in the form of a depositional 
rate coefficient. The rate coefficient is determined 
from measurements of the steady-state aerosol concen-
tration in a continuously reinforced chamber. 

In the absence of ionizing radiation, the deposi-
tional rate coefficient increases by a factor of 5 to 10 
upon application of an external electric field of 105 

V/m. In the presence of a radiation absorbed dose rate 
of - 2 2 rad/h , the depositional rate coefficient in-
creases by more than two orders of magnitude. Es-
timates of particle charge calculated from the rate 
coefficient are consistent with published aerosol charg-
ing data. 
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An analytical model describing pressure fluctua-
tion of turbulent flow in liquid-metal fast breeder re-
actor (LMFBR) fuel assemblies has been proposed, 
and the oscillation amplitude of a fuel pin thus caused 
has been calculated. In the treatment, the statistical 
model for pressure fluctuation in stable turbulent flow 
was assumed, and the fluctuation was estimated from 
pressure loss of flow and velocity gradient. The vibra-
tion amplitude was calculated by solving a Langevin 
equation. According to the comparison of the calcu-
lated results with experimental data, this model 
realistically describes the fuel pin vibration in LMFBR 
fuel assemblies. 

INTRODUCTION 

Many experimental and theoretical studies have 
been performed on fluid-induced vibration. Their 
cause mechanisms can be roughly classified into flow 
elastic vibration, vortex shedding, and statistical pres-
sure fluctuation. In the case of fluid-induced vibration 
for a liquid-metal fast breeder reactor (LMFBR) fuel 
assembly, vortex shedding and flow elastic vibration 
rarely occur. The flow condition in the fuel assembly 
is axial external flow along the fuel pins, accompanied 
with swirl flow caused by a wire spacer. The vortex 
shedding often occurs under cross-flow conditions 
against fuel pins but rarely under axial flow condi-
tions.1 The flow elastic vibration can occur under 
both axial and cross flows. But it is known that there 
is a threshold of mean flow velocity above which the 
flow elastic vibration occurs.2 Because the threshold 
is much higher than the mean velocity in an LMFBR, 
the flow elastic vibration rarely occurs. 

On the other hand, the pressure fluctuation caused 
by turbulent flow appears where the Reynolds number 
is high. The character of vibration caused by the pres-
sure fluctuation is the small amplitude, which coin-
cides with the realistic vibration of LMFBR fuel pins. 

For theoretical studies, Reavis3 calculated the am-
plitude of fuel pin vibration caused by the pressure 
fluctuation in turbulent flow. He evaluated the power 
spectrum of pressure fluctuation from experimental 
correlation functions about space and time and from 
the power amplitude in turbulent boundary layer pres-
sure fluctuation. He solved a Langevin equation to get 
the response of the vibration amplitude from the pres-
sure fluctuation. The vibration amplitude by his 
model, however, was much smaller than experimental 
data, so he proposed a calibrating factor, i.e., the 
ratio of the measured oscillation to the theoretical 
oscillation. 

Chen and Wambsganss4 indicated that the statis-
tical method is very accurate if the measured excitation 
spectrum is used. Paidoussis5 proposed empirical ex-
pression of the vibration amplitude. 

In this paper, a modified theoretical model for 
pressure fluctuation is proposed. For the modified 
model, the magnitude of pressure fluctuation is esti-
mated from turbulent flow energy loss by using the 
relation of fluctuation to dissipation. 

For wrapping a wire spacer type of fuel assembly, 
the problem of fluid-induced vibration is significant in 
terms of wear on fuel pin cladding. Using this model, 
the fuel pin vibration amplitude in an LMFBR fuel 
assembly is calculated from the linear response to 
random pressure fluctuation around the fuel pin and 
compared with a water fluid vibration test. 

THEORETICAL MODEL 

Only pressure fluctuation in turbulent flow was as-
sumed to be the cause of fuel pin vibration. Nonlinear 



vibration, i.e., vortex-induced vibration and aero-
dynamic instability were neglected, because measured 
oscillations from water fluid vibration tests were so 
small as to make the nonlinear vibration force negli-
gible. Therefore, the statistical method for pressure 
fluctuation in turbulent flow could be adopted, and 
the equation describing vibration could be separated 
from the fluid equation. 

For the pin vibration equation, a fuel pin vibrates 
with an eigenfrequency and an eigenmode, and the 
vibration equation is linear. Therefore, spatial inte-
gration of this equation after multiplying it by an 
eigenvalue function leads to an ordinary differential 
equation dependent only on time. 

This ordinary differential equation could be fur-
ther transformed into a Langevin equation with a pres-
sure fluctuation force. The fuel pin oscillation could 
be obtained from the Langevin equation as a linear re-
sponse of pressure fluctuation. 

Fuel Pin Vibration Model 

The fuel pin vibration equation was only assumed 
as (see Nomenclature on p. 414) 

d2y dy 
or dt dx 

where P'(x,t) was the pressure fluctuation force. The 
eigenfrequency u>„ and eigenmode function yn(x) were 
given as 

«7T 
~L 

EI 
(m + M) 

1/2 

and 

. nirx 
y„(x) = sin — , 

(2) 

(3) 

where L was a distance between two fixed points. 
Measured eigenfrequencies indicated that L was some 
multiple of the wire spacer pitch.6 Using Eq. (3), os-
cillation y(x, t) was given as 

y(x,t) =Zqn(t)y„(x) (4) 

Equation (1) was integrated over space after multipli-
cation in Eq. (3), and an ordinary differential equation 
was given as 

I = P'(x,/)yn(x)cfx , (5) 

where £ was the damping ratio. 
The right term of Eq. (5), which was pressure fluc-

tuation force, was transformed into power spectrum 

S(to). From the Wiener-Khinchin theorem, the mean-
square fuel pin oscillation (q2) was given as 

S(w) dui 

— (m + M)2 [ (w2 - to2)2 + 4tW„u>2] 
4 

(6) 

Model of Pressure Fluctuation Power Spectrum 

Pressure fluctuation P' was a function of time (, 
axial distance x, and azimuthal direction d (see Fig. 1). 
The correlation function was assumed to have the 
following form: 

Fixed 
Point . 

a w 

£ 5 
c o 
a> _a> 

q . 
E <0 

m a-

Fixed 
Point 

Fuel Pin 

Pressure Fluctuation 
P'(t,x,0) 

Fig. 1. Fuel pin vibration model. 



(P'(tL,XUOI)P'(h,X2,e2)) 

= <P'>4>r(\ti-t2\)-M\xi-x2\)-M\ei-e2\) . 

(7) 
The values <P'>, <f>c, < j > a n d <t>e were given in the 
following. 

1. The quantities — x2 | ) and <Ml#i - B 2 \ ) 
were given by Bakewell's experiments7 for turbulent 
air flow around a cylinder: 

<T>Z(\XI - x 2 | ) = exp[(-0.7co)|x! -X2\/2TTUC] 

x c o s ( o j | x 1 -x2\/Uc) (8) 
and 

- D2\) = exp(-3o>£>|0, - 62\/2TTU) . (9) 

Equation (8) was integrated over the x direction after 
multiplication by an eigenmode function y„(x), so 
that 

*t<«) = f dxMfri) f 0 { ( | j f , - X2\) • yn{x2) dx2 . 
J 0 Jo 

(10) 

Equation (9) was integrated over the 6 direction after 
multiplication by (Z?/2)cos0: 

%(o>) = J - cos0, ddt J - cos02<M|0. - h \ ) d 6 2 • 

(11) 

2. The form of the time correlation function 
0r(ki _ k l ) w a s assumed based on the data of a fluid 
vibration test in a fuel assembly.6 The experimental 
data have shown that the power spectrum of pressure 
fluctuation was almost flat over a wide region, except 
for many little peaks relating to eigenmodes of struc-
ture in the assembly. Therefore, the time correlation 
function was assumed in the following form: 

0 r ( k i - ' 2 l ) = e x p ( - | / , - / 2 | / T o ) . (12) 
where r0 must be very small. The order of TQ is esti-
mated later. The Fourier transform of Eq. (12) is 

* r ( « ) = 
a 

ir u)2 + a 2 (13) 

where 

a = 1 / T 0 

3. The magnitudes of the pressure fluctuation 
Pr'ms [= ({P2'))u2] and time constant t 0 in Eq. (12) 
were estimated theoretically as follows. It could be 

had the same order as turbulent assumed that Pr'm. 
,/2 flow energy \p(u'2), so that 

/Vms = \ P<"'2> (14) 

The loss^of turbulent energy per unit time was given 
as AP- U and could be represented by using the turbu-
lent kinematic viscosity K, giving 

2 a 0 \dx0 dxa/ 

Equation (15) was also the definition of K. The time 
constant r0 was defined as 

7"o= ^ p{u'2)/( . (16) 

The value K had the same order as (U'2)TQ, s o that 

K = ( U ' 2 ) T 0 . ( 1 7 ) 

Pressure loss per unit length AP was calculated by 
Rehme's expression,8 which is used for evaluating the 
pressure drop in the wire spacer type of fuel assembly. 
The quantity dua/dx0 could be estimated_by hydrau-
lic diameter Deq and mean flow velocity U as U/Deq. 
Equation (15) gave e and K, while r0 and Pr'ms were 
obtained from Eqs. (16) and (17): 

T 0 = 
1/2 

and 

JYms = Q • 

( 1 8 ) 

(19) 

The AP was expressed by pressure loss coefficient CD, 

1 £73 

AP=-Cd — (per unit length) , (20) 
L L)eq 

and Eq. (19) was represented as 

^rms — ( ^ Cp 
1/2 f j 1.5 

£ , 0 . 5 LJeq 
pK 0.5 ( 2 1 ) 

Equations (10), (11), (13), and (21) yielded the power 
spectrum of the pressure fluctuation, 

CALCULATION RESULTS 

(22) 

The fuel pin oscillation was numerically calculated 
using geometric parameters listed in Table I. Table II 
shows turbulent flow parameters calculated by Eqs. 
(18) through (21). 

Reavis has used the pressure fluctuation expres-
3 sion 

Pr'ms = 0.17 
U 1.5 

D05 pv 0.5 (23) 

where v indicates molecule kinematic viscosity. Our re-
sults, calculated using Eq. (21), gave a Pr'ms value 



TABLE I 

Geometric Data of a Fuel Pin 

10* 

Outer/inner pin cladding 
diameter 0.65/0.56 cm 

Total length of fuel pin 283.4 cm 
Equivalent hydraulic diameter 

of fuel bundle 0.34 cm 
Mass of fuel pin per unit 

length 3.65 g/cm 

TABLE II 

Features of Turbulent Flow in a Fuel Assembly 

((7=500 cm/s) 

Pressure loss per length, AP 6.1 x 103 dyn/cm2 

Reynolds number, Re 4.5 x 105 

Turbulent kinematic viscosity, K 0.78 cm2/s 
Turbulence damping time 

constant, r0 5.6 x 10"4 s 
Pressure fluctuation 

(root-mean-square), Pr'ms 1.39 x 103 dyn/cm2 

- 2 0 0 times larger than that obtained by Reavis, be-
cause Eq. (21) incorporated turbulent kinematic vis-
cosity K, while Eq. (23) used molecule kinematic 
viscosity. The time constant of turbulent flow T0 was 
0.56 ms, so the characteristic frequency of turbulence 
( Vt0) was - 3 0 0 Hz. Therefore, the power spectrum 
[Eq. (13)] was almost flat from 0 to - 3 0 0 Hz. 

Figure 2 shows the fuel pin oscillation versus mean 
flow velocity for various distances between fixed 
points. In this figure, the damping ratio £ in Eq. (6) 
was 0.01. Figure 2 also shows the oscillations mea-
sured by Sasaki6 for the same conditions as given in 
Table I. He reported that the eigenfrequency for fuel 
pin oscillation was - 2 0 Hz, which corresponds with 
two wire pitches of beam length. Our calculation of 
the same parameter as 18.2 Hz showed good agree-
ment with measured maximum oscillation in the region 
of U < 600 cm/s, but for U > 600 cm/s, the oscillation 
was overestimated in the analysis. 

The fuel pin oscillations calculated by Reavis3 

were one-tenth to one-hundredth smaller than mea-
sured ones. To compensate for this, he proposed a 
calibrating factor C defined as the ratio of the mea-
sured oscillation to the theoretical oscillation. 

Oscillations, for the same conditions as Tables I 
and II, were calculated using Eqs. (6) and (23). Then, 
two ratios were evaluated, i.e., measured oscillations 
(M) to Reavis's predicted oscillations (C.R), and 
Reavis's predicted oscillations (C.R) to our predicted 

c > 
"O 

10; 

Calculation 
Pressure Fluctuation (Calculated) 
Fuel Pin Oscillation (Calculated) 

Measured Oscillation 
• Maximum 
A Minimum 

/ 
/ 
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2 
/ 

102 -
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10' 
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Mean Flow Velocity, U (cm/s) 
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Beam Length, L 
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61.4 (2 Wire Pitch) 
92.1 (3 Wire Pitch) 

Eigenfrequency, f0 
(Hz) 

72.0 
18.2 
8.1 

Fig. 2. Pressure fluctuation and fuel pin oscillation. 

oscillations (C.O). Finally, the ratio of M/C.O was in-
directly calculated from the product of M/C.R and 
C .R/C .O. 

Figure 3 shows the ratios M/C .R and M / C . O . 
Our calculations are much closer to measured ones, 
which came from the use of Eq. (21) instead of 
Eq. (23). 

In our calculation,_ because velocity gradient 
dun/dx& is estimated as U/Deq, K increases in propor-
tion to the square of Deq from Eq. (15) at given AP 
and U. So our calculated oscillations using Eqs. (6) 
and (21) increase as Deq increases, while calculated 
oscillations using Eqs. (6) and (23) decrease as Deq 
increases. Therefore, our calculation values follow the 
trend of the measured oscillation for increasing Deq. 

The same figure indicates that in the region of 
Dcq/L < 10 - 2 our calculation is not in good agree-
ment with the measured oscillation. Here, the Reyn-
olds numbers are small and flow is laminar, rather 
than turbulent. In the region of Deq/L > 10 - 2 , our 
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Fig. 3. Average disparity between theoretical and experi-
mental displacements [M = measured oscillation, 
C.R = calculated (Reavis, Ref. 3), and C.O = cal-
culated (present study)]. 

calculated results are of the same order as the mea-
sured oscillations. 

The fuel pin oscillations are also calculated using 
Paidoussis's empirical relationship,5 as given below: 

1 (a 2 - Re-e2)0 , 8 

~ tt4 1 + 2 u 2 
0 2/3 

1+4/3 
x 10 - 5 (24) 

where 8 is the dimensionless displacement amplitude of 
vibration and equals the amplitude divided by the pin 
diameters, 

• - " ( S T -
e = L/D , 

and 

0 = 
m 

m + M 

Figure 4 plots fuel pin oscillations calculated by Eqs. 
(6) and (21) and those by Eq. (24). The conditions of 
the two calculations are as given in Tables I and II. 
Both equations gave results of the same order; thus 
Paidoussis's empirical expression could be represented 
theoretically. The oscillation amplitude by Paidoussis 

o 
c 

q -
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— Empirical 
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[Eq. (24)] 
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Mean Flow Velocity, U (cm/s) 

Fig. 4. Comparison between present calculations and em-
pirical expression for fuel pin oscillations. 

is proportional to U 2 J , while it is proportional to U2 

by this model. 
The differences between Reavis's model and the 

proposed one are the time correlation function and the 
amplitude of pressure fluctuation. As for the time 
correlation function, there is no reason to assume 
Eq. (12) in every boundary condition. In the LMFBR 
fuel assembly, Eq. (12) was used because the spectrum 
in the experiment was broad. In addition, r(l was 
estimated from Eq. (18). But in other cases, the time 
correlation may be transformed by other different 
boundaries and different influences of upstream. 

For the amplitude of pressure fluctuation, the 
turbulent boundary layer pressure fluctuation is esti-
mated in Reavis's model, while the whole turbulent 
energy in fluid volume is estimated in this model. 
Indeed almost turbulent energy is generated in the 
turbulent boundary layer, but the pressure fluctuation 
in the layer is smaller than that in the whole fluid vol-
ume. So the amplitude of pressure fluctuation in this 
model is much larger than that in Reavis's model. This 
model is in good agreement with the realistic oscilla-
tion amplitude, at least in the fuel bundles. 



CONCLUSION 

The pressure fluctuation in LMFBR fuel assem-
blies and the fluid-induced vibration of fuel pins 
caused by the pressure fluctuation have been esti-
mated. A modified model for pressure fluctuation was 
proposed. First, the turbulent energy and turbulent 
kinematic viscosity were estimated from pressure loss 
and flow velocity gradients. A power spectrum of 
Lorentz's type was assumed. Next, the damping ratio 
was calculated from a theoretical description of 
column motion resistance in viscous fluid. Finally, the 
linear response of the vibration equation was obtained. 

Pressure fluctuation by the modified model in-
creases as the pressure loss increases, as is expected 
from the fluctuation/dissipation theorem. This model 
yields an amplitude of fuel pin vibration of the same 
order as measured ones. 

e = energy loss per unit volume per unit time 
(erg/cm3-s) 

p = fluid density (g/cm3) 

r0 = damping time constant of turbulence (s) 

o> = angular frequency (1/s) 

£ = damping ratio (y = 2w„£) (g/s2) 

< > = average value 
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NOMENCLATURE 

D = fuel pin diameter (cm) 

Deq = hydraulic diameter of bundle (cm) 

E = Young's modulus (dyn/cm2) 

/ = two-dimensional moment (cm4) 

/ 0 = eigenfrequency (1/s) 

K - turbulent kinematic viscosity (cm2/s) 

L = beam length (cm) 

M = mass of fluid per unit length (g/cm) 

m = mass of a fuel pin per unit length (g/cm) 

AP = pressure loss per unit length (dyn/cm3) 

Prms = pressure fluctuation (root-mean-square) (dyn/ 
cm2) 

< < 7 2 ) = displacement amplitude of vibration (mean 
square) (cm2) 

Re = Reynolds number (dimensionless) 

U = mean flow velocity (cm/s) 

« ' = fluctuation of flow velocity (cm/s) 

Uc = fluctuation transport velocity (Uc = 0.SU) 
(cm/s) 

7 = damping factor (g/s-cm) 

<5 = dimensionless displacement amplitude of vi-
bration 
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Existing data on the release of f ission products 
(FPs) from U02 above I000°C show that the domi-
nant transport process consists of elementary diffusion 
within grains. For many FPs, the noble gases among 
them forming an exception, this diffusion is character-
ized by an activation energy of -2.6 eV, which is close 
to the one for oxygen and very different from the one 
for uranium. Assuming that oxygen diffusion repre-
sents the diffusion of FPs, it can be predicted that dif-
fusion is enhanced when there is excess oxygen in the 
lattice. An empirical relation between the pertinent ac-
tivation energy and the overstoichiometry induced by 
uranium fission (burnup) is given. The transport by 
diffusion has to be driven by some gradient, and it is 
argued that the temperature gradient dominates over 
the concentration gradient. This argument leads to a 
complete description of the release rate in terms of the 
grain size, the central and surface temperatures, and 
the heat of transport. The heat of transport plays a 
crucial role as it varies greatly for the various FPs. Ex-
isting data allow estimation of values ranging from 0.1 
eV for refractory products to more than 100 eV for 
volatile products. These variations appear to be cor-
related with variations in the bond strengths between 
FPs and oxygen, being the more reactive element in 
U02. An empirical model of the dependence of the 
heat of transport on this bond strength is given, so 
that release rates for all the FPs can be derived from 
chemical tables. Finally, consistency of the measured 
release data with other independently obtained fuel 
parameters is proven. 

INTRODUCTION 

When the core of a nuclear reactor is overheated, 
it can bccome a source of radiotoxic matter. For this 
reason it is important to study the release rate of fis-
sion products (FPs) from urania ( U 0 2 ) at high tem-
peratures. These rates set the pace in the interaction of 

the released products with fuel cladding and the sur-
roundings of the reactor. However, the physics and 
chemistry are only partially understood, despite the 
fact that many detailed codes have been proposed. 
For example, a recent code,1 FASTGRASS, only ad-
dresses the release of noble gases and the volatile 
iodine and cesium. In this situation a simpler approach 
to the problem of high-temperature releases can still be 
useful, if it aims at an understanding of the dominant 
processes for all FPs. Such an approach involves 
rough approximations, but it tries to grasp the essen-
tial. The object of this paper is to contribute to such 
an understanding. Elementary diffusion in U 0 2 , tem-
perature gradients, and bond strengths are briefly 
discussed, and in conclusion an empirical relation is 
given for the release rate of all relevant FPs. 

ELEMENTARY DIFFUSION 

Existing data on the release rates at temperatures 
between 1000 and 3000°C have been reviewed in 
Ref. 2. We have transferred the curves of Fig. 4.3 of 
Ref. 2 to those in the Arrhenius plot of Fig. 1. The lat-
ter can be well represented by 

l o g ( / ) = -L\/T+ c2 , (1) 
where 

/ = fraction of a particular FP, at any mo-
ment present in the fuel, released per 
second 

T = absolute temperature 

C| and cs = constants given in Table I. 

The case for iodine, krypton, and xenon is ambiguous 
(see Fig. 1); for temperatures above 1300 K (or 
- 1000°C), it may be identical to the ease for cesium. 

It is striking that the values of q are all close to 
the average value r, of 1.3 x 104 K, which points to a 
rather common energy equivalent c"i -Ar-ln(lO) of 2.6 
eV (A: is the Boltzmann constant; I eV corresponds 
with 23 kcal/mol). This energy is only slightly smaller 
than the activation energy for oxygen diffusion in 
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Fig. 1. Data on the release rate / as a function of the in-
verse temperature 1/7". 

Fig. 2. Radii rz of FP atoms and ions as a function of the 
atomic number Z; for comparison the radii are in-
dicated of the oxygen anion (dashed line) and of the 
uranium cation (dotted line). 

TABLE I 

Values of the Constants c} and c2 in 
Relation (]) Derived from Fig. 1* 

Element c, (I04 K) <2 

Silver 1.3 2.3 
Barium 1.3 1.3 
Cesium 1.2 2.8 
Iodine (0.7) ( - 0 . 8 ) 
Krypton (0.7) ( - 0 . 8 ) 
Ruthenium 1.5 0.5 

Antimony 1.3 2.0 
Strontium 1.5 1.8 
Tellurium 1.3 2.3 
Xenon (0.7) ( - 0 . 8 ) 
Zirconium 1.3 0.3 

*The error in c, is - 0 . 1 and in c2 - 0 . 5 ; the values in 
parentheses do not apply for temperatures above 1000°C, 
and they may be replaced by those for cesium. 

U0 2 , being 2.8 eV (±10%) (Ref. 3). We return to 
this difference later. Uranium diffusion in U 0 2 has 
the much larger activation energy of 3.8 eV (±13%) 
(Ref. 4). 

The diffusion mechanism of FPs seems to be 
related to that of oxygen. Like oxygen, most FPs are 
large atoms or ions compared to uranium. Figure 2 
shows Pauling's radii of atoms or ions, which are 
probably formed in the U 0 2 , with the case at Z = 42 
double because of the double role of molybdenum in 
balancing the oxygen potential, either as an element or 

as an oxide. They occupy a small fraction of the in-
terstitial sites in the fluorite-type lattice, which has an 
open space that would fit uranium. As the FPs do not 
fit these open spaces, they deform the lattice locally, 
thereby lowering the energy threshold to neighboring 
sites. The relatively large oxygen, if interstitial, plays 
a similar role (discussed later). The interstitial sites are 
understood to be crucial in the diffusive motion of 
oxygen, which apparently has easier access to them 
than uranium. The similarity in effect on the lattice at 
interstitial sites suggests a similarity in the diffusion of 
oxygen and FPs. This implies a roughly similar activa-
tion energy for diffusion, despite the fact that oxygen 
forms the predominant anion, and FPs occur with 
negative, zero, and positive charges. 

In view of the above, we associate the release of 
FPs from U 0 2 at high temperatures with elementary 
anion diffusion, characterized by a threshold energy q. 
The fractional release rate / should then be propor-
tional to the diffusion coefficient D with, as required 
by the dimension of both quantities, a proportionality 
constant I/A \ where A is a length. As the diffusion 
coefficient depends on the temperature and q by the 
Arrhenius factor, one can write 

f=D/A2=[Da,exp(-q/kT)]/A2 , (2) 
where Dm is the high-temperature limit of the diffu-
sion coefficient. The difference between the value of 
q for oxygen and FPs is explained as follows. 

It has long been known5 that oxygen atoms dif-
fuse more rapidly when the parameter for nonstoichi-
ometry x in U0 2 +* is increased. This has strengthened 



the hypothesis that the excess (interstitial) oxygen car-
ries the diffusion current and thus that the diffusion 
is an interstitial mechanism. If FPs diffuse in associa-
tion with oxygen, we expect that the pertinent 
dependence of q on x holds for them also. Empirically 

q = q0/(\ + 15x) , (3) 

with q0 the activation energy of 2.8 eV. For x = 0.063 
this gives q = 1.4 eV, whereas at that value of X an 
energy of 1.3 eV (±10%) has been measured.5 For 
other values of x, Eq. (3) gives semiquantitative agree-
ment.6 One obtains the above average value of 2.6 eV 
for the FPs if x = 0.005. This modest value for the 
nonstoichiometry may well be representative for the ir-
radiated fuel from which the Ref. 2 data are obtained. 
Thus, Eq. (3) inserted in Eq. (2) will give realistic 
predictions of the increase of the release rate when 
U 0 2 is oxidized. This effect has recently been dis-
cussed in terms of sintering in steam.7 Another cause 
for oxidation is burnup of the U 0 2 fuel, as not all 
oxygen, orphan after fission of uranium, binds to an 
FP. If 0 is the burnup (as a fraction of the initially 
present uranium atoms), empirical data point at8 

x=].30 , 0< 0.03. (4) 

(For 0 > 0.03 the increase of x with 0 is stronger.) 
Thus, Eqs. (4) and (3), inserted in Eq. (2), will give a 
prediction of the release rate with burnup. These in-
creases turn out to be important, as shown later in 
Figs. 4 and 5. 

Elementary diffusion theory9 shows that D x is 
not a free constant but that it is determined by 

Dx = \ a2vexv\q/OkTm)\ , 
o 

(5) 

where 
a = length of one diffusive step in the lattice 

v = Debije frequency 

Tm = melting temperature. 

This relation is based on a theory of the activation en-
tropy by Zener, which at least for metals has turned 
out to be correct. One can expect therefore that 
Dx = 6 x 10 - 6 m 2 / s for all atoms diffusing with the 
activation energy q = 2.8 eV. It cannot vary more than 
by 40% for all atoms given in Table I. Yet the product 
Dx/A2, which is given by 10Q, varies over about 
two orders of magnitude! This implies that diffusion 
is not the only important mechanism and that the 
length A, instead of being a simple size parameter, 
contains significant physics. We study additional fac-
tors in the following section. 

TEMPERATURE GRADIENTS 

Before they can escape, the FPs have to travel 
through the fuel matrix. This travel includes 

1. capture in interstitial lattice sites near the end of 
fission tracks 

2. atomic diffusion in grains 

3. slipping along grain boundaries 

4. capture in closed porosity or holes 

5. hole migration 

6. transport to open porosity or cracks. 

This need not be a strict series; part of the modes can 
go on in parallel. Modes 3 through 6 have been 
described in considerable detail.10 At normal fuel' 
temperatures some can be slow, notably mode 5. At 
abnormal high fuel temperatures, however, mode 2 is 
probably the slowest and thus limits the release rate. 
This cannot be proven, but it is suggested by the 
above-discussed similarity between elementary diffu-
sion and the release rate. Let us discuss the agents 
behind this diffusion. 

Atomic diffusion in grains can be driven by con-
centration gradients and by temperature gradients. 
Concentration gradients lead to normal diffusion and 
temperature gradients to thermal diffusion. Fission 
does not lead to significant differences in concentra-
tion, except in a thin surface layer within the stopping 
range of fission fragments. However, the temperature 
differences in the fuel are large. For homogeneous 
(self-)heating of a spherical fuel sample with radius R 
(or an irregular sample with the equivalent radius R), 
the temperature is given by 

t - t r 

T q - T r R1 (6) 

Here, T0 and TR are the temperatures in the center 
and at the surface, respectively, and they can differ by 
hundreds of degrees at a radius of ~ 10 mm. One may 
expect therefore that thermal diffusion dominates over 
normal diffusion. 

The atomic flux J obeys" 

QC 
J= -DVC-Dp^VT , (7) 

where 
C = concentration 

Q = heat of transport. 

If thermal diffusion dominates the flux, we set VC = 0 
and simplify the above relation to 

J - D & 1 T . (8) 

Using Eq. (6), we determine the temperature gra-
dient V7, integrate the atomic flux J over the spherical 
sample, and divide the result by the total number of 
atoms inside this sample (4/3irR*C). This yields the 
fractional release rate: 



> 

D Q(T0-Tr) 
R2 kTl 

(9) 

With the explicit relation for the diffusion coefficient 
D, given in Eq. (2), this can also be written as 

log(/) = + llog(Q) + c3] , (10) 

and 

c3 = log 

kTn 

D„ (T0-TR) 67F m 
The comparison with Eq. (1) gives us 

and 
C\=q l o g ( e ) / k , 

f2 = log(Q) + c 3 . 

( 1 1 ) 

(12) 

(13) 

Note that c3 is not a true constant. It depends on the 
temperature in a much slower fashion than cx/T, 
however, so that it can be approximated by a constant 
for practical applications. 

The above analysis clarifies the physics in the 
length A appearing in Eq. (2). The physical size one 
must address is that of the fuel sample R. But is R the 
(equivalent) radius of a grain or of a coherent bit in 
(cracked) fuel or of a fuel pellet? The above reason-
ing, based on elementary diffusion, excludes the last 
possibility. It does not clearly discriminate between the 
first two possibilities. The size of coherent fuel frag-
ments can be millimetres, while the grain sizes are 
more than one order of magnitude smaller. Unfor-
tunately, we are left with this ambiguity. There is clear 
evidence12 for a reduction in release rates when grains 
have grown, in accordance with Eq. (9). 

The analysis also clarifies the important role of 
temperature gradients. They should be known to assess 
release rates and often this is not the case. The value 
of (T0 - TH) can be much larger for fuel in a reactor 
under accident conditions, when there is strong self-
heating, than for used fuel outside a reactor, which is 
externally heated. This means that the values of c2, 
given in Table I and pertaining to used fuel outside a 
reactor, have to be increased for fuel in a reactor 
under accident conditions. The likely value of this in-
crease is 0.5 to 1.0, depending on the nature of the ac-
cident. 

The analysis finally clarifies the decisive role of the 
heat of transport, which is a fundamental microscopic 
transport property of the U 0 2 lattice. We examine 
this factor next. 

BOND STRENGTHS 

For the sake of clarity, the heat of transport Q has 
little if anything to do with the activation energy for 
diffusion q, being the threshold the atom or ion has to 
step across when it moves from one lattice site to the 

next. Rather it expresses the pull or push the atom or 
ion experiences from its neighbors as the indirect result 
of a temperature gradient. A direct effect of this 
gradient can be easily understood. As the chance 
of making a diffusive step, being proportional to 
C-txp(-q/kT), is highest at hot lattice sites, atoms 
or ions leave those sites more easily than cool sites. 
The concentration C thus tends to be peaked at the 
cool sites so that the chances are everywhere the same, 
that is when C is proportional to exp(q/kT). The 
hypothetical density that follows would be extremely 
high toward the surface of the sample, whereas in the 
bulk it would be very low. Of course the atoms or ions 
in the lattice will firmly resist such a large-scale in-
homogeneity. This resistance will depend on the 
strength of the binding of the various elements to their 
neighbors. Therefore we can understand how binding 
forces enter in the heat of transport (this thermally in-
duced pulling or pushing), but also that the phenom-
enon is quite complicated. In fact, the value of Q is 
hard to predict. For oxygen in slightly substoichio-
metric U 0 2 , its value is ~1 eV (Ref. 13). For FPs no 
information is available apart from the rough guesses 
we make in the next section. 

The above discussion leads us to the following 
argument. Chemically there can hardly be question of 
an interaction of FPs with uranium. As the FPs only 
form a dilute solution in the U 0 2 (at the high temper-
atures of interest precipitates being unlikely), inter-
actions among them can be left aside as well. The 
interaction that will prevail is the one between FPs and 
oxygen. (Barten has suggested that we look at the 
bond with oxygen.14) 

Figure 3 shows that a fair correlation exists be-
tween c2 (Table 1) and the energy £ of a chemical 
bond between the various FPs and oxygen15; apart 
from the constant c3 is c2 equal to log((?), see Eq. 
(13). This correlation does not imply that such bonds 
indeed are formed in the U 0 2 lattice. Depending on 
the Gibbs potential, some bonds are formed, others 
not. However, these bond energies do measure how 
firmly the FPs stick to the interstitial sites surrounding 
the oxygen anions. The better they stick, the more dif-
ficult it is to push or to pull them away, that is, the 
smaller the heat of transport. In view of the inverse 
nature of sticking and moving, we propose 

Q/Qo={E/E0)-n , (14) 

where 

Qo and E0 = normalized values of the heat of 
transport and of the bond energy, 
respectively 

n = constant. 

Substituting this in Eq. (13), we get 

c2 = - « l o g ( £ ) + log(Q0£,
0

n> + • (15) 



log(E) 

Fig. 3. Correlation between empirical data on c2 and the 
binding energy E of FPs with oxygen; the line is 
according to c2 = -5 .2 log(£) + 4.9, if E is ex-
pressed in electron volts. 

From Fig. 3, we can find a value for n: 

« = 5.2 ± 2 5 % . (16) 

From Fig. 3, we can also find that, if the energy is ex-
pressed in electron volts, 

l o g ( g 0 ^o n ) + c 3 = 4 . 9 ± 1 0 % . (17) 

With these values we have found the physicochemical 
interpolation formula c2 = - 5 . 2 1 o g ( £ ) + 4.9. (Keep 
in mind that this c2 depends on temperature gradients, 
which need not be the same as for the experimental 
data in Fig. 3.) Using this formula, we have calculated 
values of c2 for all FPs of radiotoxical relevance from 
measured values of the bond s t rength" (Table II). 
The agreement with the values of Table I is reason-
able, given the error in c2 of 0.5, however, there are 
discrepancies. 

According to our analysis, silver, krypton, ruthe-
nium, and xenon are released faster (that is, have a 
larger value of c2) than according to the data in Ref. 
2. For the noble gases, the discrepancy may not be 
real, as experimental data above 1000°C are scarce and 
conflicting. For silver and ruthenium the discrepancy 
may be significant. The release rate of these elements 
has recently been determined by heating corium, a 
simulant fuel with appropriate amounts of FPs (Ref. 

TABLE II 
Values of the Bond Energy of Oxygen with Various 

FPs and the Derived Values of c2 
[Eqs. (15), (16), and (17)] 

E 
Element (eV) c2 

Silver 2.22 3.1 
Barium >5.85 <0.9 
Bromine 2.44 2.9 
Cerium 8.26 0.1 
Cesium 3.09 2.4 
Iodine 1.91 3.4 
Krypton <0.09 >10.3 
Lanthanum 8.30 0.1 
Molybdenum 6.31 0.7 
Niobium 7.83 0.3 
Palladium 2.43 2.9 
Rhodium 3.91 1.8 
Ruthenium 5.00 1.3 
Antimony 3.87 1.8 
Tin 5.70 1.0 
Strontium >4.72 <1.4 
Tellurium 4.06 1.7 
Xenon 0.38 7.1 
Yttrium 7.43 0.4 
Zirconium 7.90 0.2 

16). These recent data are given in Table III, together 
with those for some other elements (we have converted 
them to the logarithm of the fraction released per 
second, and we have averaged over the two cases 
studied). Also shown are the predictions by 

1 4 x 104 1 
log(/) = - — — - 5.2 log(£) + 4.9 , 

T 1 + 15x 

(18) 

the complete interpolation formula as can be formed 
from Eqs. (1) and (12) with Eq. (3), and Eq. (15) with 
Eqs. (16) and (17); for comparison with corium we 
have put x = 0. 

Taking into account that the error in the predicted 
log(/) has to be larger than the error in c2, being 0.5, 
the agreement between experiment and prediction is 
good for antimony, reasonable for silver and telluri-
um, and bad for molybdenum and ruthenium. In the 
case of silver, doubt arises therefore about the validity 
of the pertinent data base in Ref. 2. In contrast to 
the case of silver, the case of tellurium is curious as 
less release is predicted than is measured. The mea-
sured release data of silver and tellurium are similar, 
whereas the predictions are dissimilar because the 
bond strengths of AgO and TeO are dissimilar. If one 
accepts the alternative value of 2.7 eV for the TeO 



TABLE III 

Comparison of the Prediction, Eq. (18), with 
Averaged Experimental Data of Release 

Rates from Corium at 2400°C 

Element 

log(/) 

Element Experiment Prediction 

Silver -2 .65 -2 .1 
Molybdenum -5 .78 - 4 . 5 
Ruthenium < - 7 . 1 3 - 3 . 9 
Antimony -3 .24 - 3 . 4 
Tellurium -2 .93 - 3 . 5 

bond,1 7 the predictions become similar, however. The 
discrepancy between predicted and measured release 
rates of ruthenium remains, and it is even larger than 
in comparison with the data in Ref. 2. It is conceivable 
that the differences in the experimental data have to 
do with differences in the chemical forms of ruthe-
nium in or on the real fuel and the corium, respective-
ly. We recall that oxidized ruthenium is more volatile 
than elemental ruthenium, the form expected to occur 
inside the fuel . In our analysis no weight is given to 
chemical retention mechanisms, so that in the case of 
ruthenium (and molybdenum) more release is pre-
dicted than actually can occur. If, contrary to our 
expectation, metal precipitates are possible at temper-
atures up to 2400°C, the release has to be character-
ized by a much larger bond strength E than given in 
Table II. 

DISCUSSION AND CONCLUSION 

Plausibility arguments were given for two impor-
tant approximations, namely Eqs. (8) and (14), but no 
proofs of their validity. We can show, however, that 
the results calculated f rom Eqs. (8) and (14) are not 
only consistent with release data , but also with other 
fuel parameters. To this end we first obtain an esti-
mate of the constant c} f rom Eq. (17) and then show 
that this is consistent with the value given by Eq. (11). 

The energies E0 and Q0, introduced in Eq. (14), 
are normalized values. Let us normalize to oxygen, for 
which there is at least an indication for the heat of 
transport. Assuming that the value as quoted above is 
also valid for overstoichiometric U 0 2 , which is by no 
means certain, we put QQ - 1 eV. The bond energy of 
oxygen to oxygen is known, 1 5 so that E0 = 5.17 eV. 
With n = 5.2 we get log((20£o") = 3.7, if the energies 
are expressed in electron volts, and then, f rom Eq. 
(17), the estimate 

This result (of which the validity is by no means cer-
tain) allows us to estimate heats of transport by virtue 
of Eq. (13). It turns out that log(Q) = c2 - 1.2, and 
that the data on c2 given in Table II give direct answer 
for the values of Q. Thus, the found values vary be-
tween 0.1 and 160 eV, if the extreme cases of the no-
ble gases are excluded, and they are largest for the 
most volatile FPs, as they should. Since further infor-
mation is not available, we cannot judge whether they 
are realistic. 

Turning now to Eq. (11), we have to be cautious 
not to make errors in the dimension. The dimension 
of c3 is the negative log(energy-time), and we have 
consistently used the electron volt as the unit for 
energy. If the pertinent shift in the log scale is made 
and 6 x 10"6 m 2 / s is used for the value of we 
can rewrite Eq. (11) as 

c3 = 0 . 6 - 2 log 

2 log 

R 

1 mm 
+ log 

10 K 

1000 K 
(20) 

c3 = 1.2 . (19) 

This means that consistency with Eq. (19) is achieved 
if the fuel can be characterized by coherent bits of 
~0 .5 mm in size and temperature differences of 
~10°C. By making somewhat different choices of fuel 
parameters, one finds that it is hard to shift c} by 
more than a few units. In view of the speculative 
nature of Eq. (19), the errors in the experimental data, 
and the simplicity of our model, this result is quite 
satisfactory. 

We conclude that the above analysis leads to a 
consistent and useful prediction of actual release rates. 
Presently available data suggest that interpolation for-
mula (18) cannot give more than the order of magni-
tude of these rates. The temperature gradient, hidden 
in the constant 4.9 of this formula, may be higher dur-
ing accident situations, so that under these conditions 
the release can be higher. Whether or not the formula 
is more precise remains to be proven by fur ther ex-
periments on the release rate of FPs f rom real fuel at 
high temperatures. We stress that the formula does not 
include eventual chemical retention on the fuel surface. 
Finally, to facilitate the comparison with the data in 
Ref. 2, we present Figs. 4 and 5 with release constants 
in the format of Fig. 3.4 of Ref. 2. They pertain to 
U 0 2 and U 0 2 (M, respectively, and show the impor-
tant increase of the release when U 0 2 is oxidized. It is 
easy and straightforward to calculate eases for other 
FPs contained in Table II and for other cases of the 
nonstoichiometry. 
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Fig. 4. Release rate constant, expressed in 1/min, as a 
function of the temperature, expressed in degrees 
Celsius, from U02, for various FPs, calculated 
from Eq. (18) and Table II. 

Fig. 5. Release rate constant, expressed in 1/min, as a 
function of the temperature, expressed in degrees 
Celsius, from UO2 04, for various FPs, calculated 
from Eq. (18) and Table II. 
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Two leach-resistant waste forms, a borosilicate 
glass developed for the high-level waste calcines from 
reprocessed uranium fuels and iron-enriched basalt, a 
fused ceramic developed for americium plus plutonium 
wastes, have been leach tested. The specimens were 
leached in distilled deionized water and in a saturated 
salt brine at ~30°C for 28, 63, and 126 days; one set 
was leached in a gamma field of ~104 Gy/h (~106 

rad/h). The specimens were simulated high-level waste 
forms prepared from inactive ingredients and spiked 
with 22Na, 60Co, 95Zr-95Nb, !37Cs, mBa, '44Ce, and 
24'Am. The components were melted and heat 
treated, and specimens were sawed from the solidified 
material. 

The gamma field increased the leach rates in water 
(pH ~3 after irradiation) typically by a factor of -10 
and increased the leach rates in salt brine (pH de-
creased much less during irradiation) by a factor 
of -2. The leach rate of cobalt from glass was about 
seven times that from iron-enriched basalt. The leach 
rates usually decreased with increasing leach time. 
Both waste forms were still leach resistant in irradiated 
brine at 30°C, <2 ng/cm2-day, and fairly leach resis-
tant in irradiated water at 30°C, <25 ng/cm2-day. 

INTRODUCTION 

Leach-resistant glass waste forms for immobilizing 
calcined high-level waste from the Idaho Chemical 
Processing P lan t ' ( ICPP) and a durable fused 
ceramic for immobilizing the alpha-contaminated 
wastes temporarily stored in the Waste Management 
Complex2 have been developed at the Idaho National 
Engineering Laboratory (INEL). The fused ceramic 
also shows promise for immobilizing high-level 
reprocessing wastes. The primary purpose of these 

waste forms is to contain the fission products (FPs), 
activation products, and actinides in case the waste 
forms should be exposed to groundwater. Extensive 
tests (in the absence of a radiation field) have been 
made on the waste forms and have shown them to be 
leach resistant in distilled deionized water and 
simulated salt repository brines.3 ,4 However, waste 
forms prepared from typical high-level reprocessing 
wastes containing FPs and activation products will 
produce a high radiation field and subject the ground-
water to radiolysis. Pure water in a gamma field pro-
duces largely H2 and 0 2 gases and H 2 0 2 in solution. 
If air is present, the N2 and 0 2 will combine in the 
radiation field to produce oxides of nitrogen that 
dissolve and oxidize in the water to form nitric 
acid.5,6 If C 0 2 is dissolved in the water, it is possible 
to produce organic acids, especially HCOOH and 
H 2 C 2 0 4 , by the radiolytic reduction of C 0 2 (Refs. 7 
and 8). A number of studies have been made of the 
radiation chemistry of salt brines.9,10 Leach tests in 
gamma-irradiated water have shown an enhancement 
of leaching due primarily to the radiolytically pro-
duced nitric acid in the leachant.11 ,12 

The purpose of this study is to determine the leach 
resistance of the INEL waste forms in a gamma radia-
tion field. Leach tests were run in distilled deionized 
water and in a saturated salt brine with a composition 
typical of Waste Isolation Pilot Plant (WIPP) brines. 
The gamma field was produced by the FPs from Ad-
vanced Test Reactor (ATR) spent fuel. 

PREPARATION OF SAMPLES 

The glass waste form was prepared from simulated 
calcined ICPP reprocessing waste.13 The fused ce-
ramic waste form, iron-enriched basalt (IEB), was 
prepared from simulated commercial high-level re-
processing waste.14"16 The glass was prepared from 
inactive ingredients spiked with ~10 4 Bq/g each of 
2.6-yr 2 2Na, 5.26-yr 6 0Co, 64-day 95Zr plus 35-day 



9 5 Nb daughter , 10.6-yr 133Ba, 30.2-yr 137Cs, 284-day 
144Ce plus 17-min 144Pr daughter, and 432-yr 241 Am. 
These ingredients were melted at 1100°C in alumina 
crucibles; then the melt was poured on a graphite 
block and annealed. Table I lists the composit ion 
of the glass. The IEB was prepared by melting an 

optimized mix17 with a simulated commercial high-
level waste14"16 and the same radioactive tracers in 
alumina crucibles at 1500°C. The melt was heat 
treated by cooling to 1000°C, held at 1000°C over-
night, then slowly cooled to room temperature. Table 
II gives the composition of the IEB. This composition 

TABLE I 

Composition of ICPP Zirconia Calcine Glass 

Zirconia Zirconia 
Calcine Calcine 

Frit 127 (66.7 wt%) wt% (33.3 wt^o) wt% (33.3 wt%) wt% 

Si02 46.9 CaF2 13.0 B2O3 0.67 
B2O, 5.7 Zr0 2 7.0 Fe203 0.47 
Na 2 0 (as Na2C03 , 14.5 wt%) 8.5 AI203 4.5 MgO 0.60 
Li20 (as Li2COi, 10.2 wt%) 4.1 u o 2 0.03 NiO 0.07 
CuO 1.4 Th0 2 0.03 Na3P04 0.07 

CaCOj 5.4 K2Cr04 0.10 
NaN03 0.77 Fissium (see next section) 0.67 

Composition of Fissium 

Weight Added per 10-yr Decay 
100 g Fissium 235U Fission Yield 

Addition (g) Element Represented (<%) 

Se02 0.17 Selenium 0.39 
Rb2CO, 1.47 Rubidium 3.17 

SrCOi 4.36 Strontium 7.35 
Zr0 2 15.88 Zirconium 32.12 
MoO, 14.04 Molybdenum 24.32 
Ruthenium 7.01 Ruthenium 11.04 

Technetium 6.14 
NiO 1.38 Rhodium 3.00 

Palladium 1.60 
Antimony 0.10 Silver to antimony 0.21 
TeOz 1.36 Tellurium 2.13 
Cs2C03 11.84 Cesium 12.12 
BaCO, 6.41 Barium 8.10 
La20, 11.01 Lanthanum 6.55 

Yttrium 4.79 
Praseodymium 5.50 

Ce02 8.42 Cerium 12.91 
Nd203 16.56 Neodymium 20.46 

Promethium 0.15 
Samarium 3.62 
Europium 0.30 

Volatile and lost, none added to fissium Bromine 0.14 
Krypton 5.41 
Iodine 0.93 
Xenon 21.72 



TABLE II 

Composition of IEB Prepared with Simulated 
High-Level Reprocessing Waste 

IEB Mix, 80 wt% wt% 

Si02 39.9 
AI2O3 7.8 
Fe203 11.8 
FeO 3.4 
Ti02 0.23 
CaO 6.7 
MgO 2.9 
K2O 1.9 
Na 2 0 5.2 
P2Os 0.09 
so3 0.01 

Simulated Waste, 20 wt% wt% 

A1203 2.0 
K2Cr207 0.2 
Fe203 2.0 
MgO 0.8 
Na 3P0 4 2.0 
NiO 0.2 
uo2 0.8 
Fissium (see Table I) 12.0 

of IEB contains two m a j o r crystalline phases, spinel 
(magnetite) and augite, (Ca,Fe,Mg)(Si,Al)03 , plus an 
aluminosilicate glass comprising 30 to 50% of the 
volume.4 , 1 7 

Leach specimens with an area of 3 to 4 cm 2 were 
diamond sawed f r o m the solidified melts. The saw 
gave a 400- to 600-grit finish, which met the Materials 
Characterization Center 's MCC-1 leach test specifica-
tions. 18 Because of the activity of the spiked samples, 
the cutting was done in a glove box. The leach 
specimens were then cleaned in an ultrasonic bath with 
water and ethanol, their areas measured, and the 
weight of the dried specimens determined with a 
microbalance. The tracer content of the specimens was 
determined by counting the specimens at a 9-cm 
distance with a standardized Ge(Li) gamma spec-
trometer. 

LEACH TESTING 

The tests were patterned af ter the MCC-1 static 
leach test procedure,1 8 with modifications necessary 
because of the high radiation for those tests in the 
gamma radiation field. The leachants used were dis-
tilled deionized water (in equilibrium with air) and salt 
brine. The distilled deionized water was prepared by 
distilling deionized water. The preparat ion was made 
according to MCC-1 specifications. The brine was 
W I P P brine B with a few minor components omitted 

(see Table III) (Ref. 19). For each specimen, a volume 
of leachant in cubic centimetres equal to ten times the 
sample surface area in square centimetres was used. 
The containers used for the leach tests in the gamma 
field had to be radiation resistant in a field of ~ 1 0 4 

G y / h (~10 6 rad /h) . The distilled deionized water was 
contained in 150-mm-high, 27-mm-diam, 0.5-mm-
thick stainless steel tubes, and the brine was contained 
in 180-mm-high, 27-mm-diam glass-stoppered Pyrex 
test tubes. The stoppers for the tubes could leak 
slightly so that radiolytic gas pressure would not build 
up. 

The gamma facility consisted of a dry a luminum 
tube placed in the ATR canal and surrounded by an 
array of ATR spent fuel elements. The leach tubes 
were held in a thin-walled, open, stainless steel can and 
suspended in the region of maximum gamma dose. A 
stream of air was passed over the tubes and manually 
adjusted to keep the temperature fairly constant. The 
temperature in the gamma facility averaged ~30°C, 
but did reach a maximum of 40°C when the gamma 
heating was greatest. 

For comparison tests in the absence of the gamma 
field, MCC-1-specified Teflon jars1 8 were used for the 
distilled deionized water, while the glass-stoppered 
Pyrex test tubes were used for the brine. The com-
parison samples were leached in a laboratory oven, 
which was maintained at the same temperature, ±2°C, 
as the samples in the gamma facility. 

Samples were leached for 28, 63, and 126 days. 
The gamma field was measured with an ionization 
chamber every time spent fuel elements a round the 
facility were changed. The total dose was calculated by 
multiplying the log mean of the initial and final 
gamma dose rates by the exposure time: 

log R/m = 
log Ri + log Rf 

where 

Rim = log mean dose 

Ri = initial dose 

Rf - final dose. 

TABLE III 

Composition of Simulated Salt Brine 

g/f 

NaCl 292.0 
CaS04 2.7 
NaBr 0.5 
Na2S04 2.0 
MgS0 4 -7H 20 0.1 
H , 0 To make 1.00 I H , 0 



At the conclusion of the leach period, the tubes 
were removed and weighed to check for leachant 
evaporation. Then the tubes were opened and the 
samples removed, rinsed, dried, and weighed to deter-
mine weight loss. The pH of the leachates was then 
determined and the leachates transferred to poly-
styrene counting bottles and diluted to 50 ml with 
water rinses of the leach vessel. The entire 50 ml of 
solution was counted by placing the bottle on the 1-cm 
shelf of the standardized Ge(Li) gamma spectrometer. 
After the unacidified leachate was counted, the 
leachate was transferred back into the leach vessel, 
made 1% in HC1 (brine) or H N 0 3 (water) as specified 
by MCC-1, then digested overnight at 90°C. During 
digestion the leachate was allowed to evaporate a lit-
tle. After digestion, the leachate was transferred back 
to the same counting bottle and the volume made up 
to 50 ml with 1% HC1 or H N 0 3 rinses. The solution 
was then recounted. The relative counting efficiencies 
of the nuclides in the thin specimens on the 9-cm shelf 
and in 50 ml of solution on the 1-cm shelf were deter-
mined by counting the same amount of tracer 
evaporated on a thin inactive glass sheet at 9 cm and 
in a 2% acid solution on the 1-cm shelf. The leach 
rates determined from the counts of the 1% acidified 
solutions gave the leach rates as specified by MCC-1 
(Ref. 18). 

Usually the counting rates of the unacidified and 
acidified solutions were the same, but for some 

samples the counting rate f rom the unacidified solu-
tion was significantly greater than that from the 
acidified solution, due most likely to the settling of 
solid alteration product, carrying activity to the bot-
tom of the counting bottle. In only a few cases did the 
acid digestion increase the activity, indicating that 
usually very little activity was adsorbed on the leach 
containers. 

A few distilled deionized water leachates, after 
acidif icat ion and count ing, were analyzed for 
aluminum, calcium, sodium, silicon, lithium, boron, 
and iron by inductively coupled plasma (ICP) emission 
or atomic absorption (AA). No ICP or AA analyses 
were made of the brines because leaching of the Pyrex 
glass could add silicon and boron, and the sodium and 
calcium contents of the brine would mask the small 
concentration increase from leaching. 

LEACH RATES 

The weight loss leach rates were determined by 
dividing the weight loss by the measured sample area 
and the leach time. The standard deviation of the leach 
rates is estimated from a ±10-/*g uncertainty in the 
weight loss and a ± 1 0 % uncertainty in the area. The 
weight loss leach rates are given in Table IV. The IEB 
samples typically showed a slight gain in weight when 
leached in brine, probably due to adsorption or ion 
exchange of Na + and other ions on the sample. 

TABLE IV 

Static Weight Loss Leach Rates, ~30°C, and Leachate pH 

IEB Glass 

Time Gamma Dose Leach Rate pH of Leach Rate pH of 
(day) (Gy) (n g/cm2-day) Leachate (/ig/cm2 -day) Leachate 

Distilled Deionized Water 

28 5.2 x 106 1.8 ±0.2 3.1 17 ± 2 3.4 
28 0 >5.5a 7.4 0.39 ±0.11 7.1 
63 1.6 x 107 5.5 ±0.6 2.7 <3.7b 

63 0 0.21 ±0.05 7.0 0.56 ± 0.09 6.3 
126 3.1 x 107 1.91 ±0.20 2.4 1.18 ± 0.12 4.8 
126 0 0.12 ±0.02 6.7 0.07 ± 0.02 7.5 

Brine 

28 5.2 x 106 0.30 ± 0.09 0.40 ±0.11 ___ 
28 0 (Gain) 5.9 0.62 ±0.13 
63 1.6 x 107 0.06 ± 0.04 4.4 0.62 ± 0.08 5.0 
63 0 (Gain) 6.8 0.30 ± 0.07 6.3 

126 3.1 x 107 0.11 ±0.03 4.0 0.12 ±0.03 6.7 
126 0 (Gain) 6.6 0.10 ±0.03 6.5 

"A small piece broke off. 
bLeachant lost during test. 



Weight loss leach rates are, therefore, not a good in-
dicator of the durability of the materials. 

The pH of each leachate at the end of the leach 
period is also given in Table IV. The low pH of the ir-
radiated leachates, especially the distilled deionized 
water, shows the presence of radiolytic H N 0 3 . 

The elemental leach rates of sodium, cobalt, zirco-
nium, niobium, barium, cesium, cerium, and amer-
icium were determined from the 9-cm photopeak 
count rates of the leach specimens and the 1-cm count 
rates of the solutions in the counting bottles. The frac-
tion leached was calculated by dividing the gamma 
photopeak count rate (corrected for background and 
decay) from the 50 ml of solution counted on the 1-cm 
shelf by the relative efficiency (peak counting rate of 
tracer in 50 ml of solution at 1 cm divided by peak 
counting rate of the same amount of tracer evaporated 
on glass at 9 cm) and the gamma photopeak count rate 
(corrected for background and decay) from the leach 
sample on the 9-cm shelf. The leach rate was then 
calculated by multiplying the fraction leached by the 
weight of the sample (in grams) and dividing by the 
area (in square centimetres) and the time of leach (in 
days). The standard deviation of the leach rates was 
estimated from a ± 1 0 % uncertainty in the area and 
counting efficiency ratio and the counting statistics. 
The activities were assumed to be uniformly dis-
tributed in the solution. If the activity were absorbed 
on a solid that settled to the bottom of the bottle, 
the counting rate would be high, giving a high leach 
rate. The elemental leach rates are given in Table V 
for IEB and Table VI for the glass. The leach rates 
are calculated f rom the counts on the acidified 
leachates; the leach rates calculated from the counts on 
the unacidified leachates are included in parentheses. 
The leach rates determined from the acidified leachates 
should have a minimal error from the settling of solids 
carrying absorbed activity. 

The leach rates f rom the ICP-AA analyses were 
also calculated from the fraction leached (total weight 
leached divided by total weight of material in sample 
as estimated from composition of mixture melted). 
The results are given in Table VII. The standard devia-
tion is calculated assuming a uniform melt and no loss 
of element or gain of aluminum during melting. 

DISCUSSION OF RESULTS 

The leach rates of both IEB and glass in distilled 
deionized water were markedly increased by the 
gamma irradiation of the leachant. The decrease in pH 
of the leachant showed the buildup of radiolytic nitric 
acid. The pH decrease was greater for the IEB 
leachates than the glass leachates, probably because 
the higher leachable alkali and alkaline earth contents 
of the glass helped neutralize the nitric acid. The leach 
rates of both IEB and glass in the irradiated water ap-

peared to be due mainly to congruent dissolution, 
since the leach rates of sodium, barium, cesium, 
cerium, calcium, and silicon (plus cobalt, americium, 
lithium, and boron for the glass) and weight loss were 
roughly the same. The niobium leach rate (and the 
cobalt rate from IEB) was less but still appreciable, 
and the zirconium leach rate was almost always less 
than twice the detection limit. The americium leach 
rates from IEB tended to be higher than those of the 
other elements in irradiated water, but were usually 
low and often less than twice the detection limit in 
unirradiated water. The leach rates of aluminum in ir-
radiated water were also higher than those of the other 
elements for both glass and IEB, while in unirradiated 
water they were only slightly greater than the detection 
limit. Pickup of aluminum from the alumina crucibles 
during sample preparation could give the specimens a 
higher aluminum content than assumed and help ac-
count for the high aluminum leach rates. The total 
amount of material leached, both in irradiated and 
unirradiated water, tended to increase little (especially 
for glass) with leach time; in fact, considerably more 
material was leached from the 28-day glass leach sam-
ple than from the 126-day glass sample, perhaps due 
to the higher final pH of the 126-day leachant, or 
perhaps due to the expected large variation of leach 
rates from different samples. The highest leach rates 
observed (~20 /xg/cm2-day), those for glass in ir-
radiated water for 28 days (final pH 3.4), were much 
less than those ( - 6 0 0 j ig/cm 2-day) from the same 
glass in pH 3.8 acetic-acid/sodium-acetate buffer at 
25°C (Ref. 20). A summary of the leach results, ex-
pressed in micrograms leached per square centimetre 
during the total leach period, is given in Tabic VIII. 

The gamma radiation field increased the leaching 
in salt brine much less than it did in water, and the pFI 
of the brine decreased less. The leaching of sodium 
was essentially unchanged while the leaching of cobalt, 
cesium, and barium was roughly doubled (see Table 
VIII). Again the leach rate of americium was signif-
icantly increased, especially for IEB. In the absence of 
the radiation field, the leach rates in brine are roughly 
the same as those in water; sodium tends to be 
somewhat more leachable in brine. 

The leach containers that were used in the gamma 
field had to be radiation resistant. Both the Pyrex glass 
and stainless steel containers that we used were 
satisfactory and showed no detectable corrosion or 
physical damage other than the coloration of the glass. 
The retention of radioactivity on the containers after 
washing with dilute acid and alkaline ethylene diamine 
tetraacetic acid was barely detectable and no more 
than that on Teflon containers. The glass tubes were 
easier to fabricate and allowed almost no evaporation 
of the leachant. The irradiated water leachates showed 
some iron. If all the iron in the 63-day leachate 
(final pH 2.7) was due to corrosion of the stainless 
steel, the corrosion was 6 ^g i ron/cm 2 . Iron from the 



TABLE V 

Static Elemental Leach Rates from IEB, ~30°C 

(jtg/cm2 -day) 

Leach Time 

28 days 63 days 126 days 

Gamma Dose 

Element 5.2 x 106 Gy 0 Gy 1.6 x 107 Gy 0 Gy 3.1 x 107 Gy 0 Gy 

Distilled Deionized Water 

Sodium 1.78 ±0.20 a 

(1.71 ± 0.20) 
0.86 

(0.81 
± 0.12 
± 0.11) 

9.6 
(8.8 

± 1.1 
± 1.0) 

0.39 
(0.39 

±0.05 
± 0.06) 

2.6 ±0 .3 
(2.7 ±0.3) 

0.36 ±0.04 
(0.33 ±0.04) 

Cobalt 0.43 ± 0.05 
(0.45 ± 0.05) 

0.096 ±0.015 
(0.073 ±0.018) 

0.80 ± 0.08 
(0.90 ± 0.09) 

0.048 ± 0.008 
(0.032 ± 0.008) 

0.52 ± 0.06 
(0.59 ± 0.06) 

0.032 ± 0.005 
(0.029 ± 0.005) 

Zirconium 0.19 ± 0.14 
(0.16 ± 0.12) 

0.00 
(0.08 

±0.12 
±0.12) 

0.0 
(0.3 

±0 .2 
±0.3) 

0.00 
(0.00 

± 0.08 
± 0.06) 

0.65 ± 0.18 
(0.07 ±0.13) 

0.00 ±0.08 
(0.00 ±0.07) 

Niobium 3.7 ±0 .4 
(1.3 ±0.2) 

0.04 
(0.06 

± 0.02 
± 0.03) 

2.4 
(5.7 

±0 .3 
± 0.6) 

0.00 
(0.02 

±0.03 
± 0.03) 

1.88 ± 0.20 
(1.55 ± 0.18) 

0.00 ± 0.03 
(0.00 ±0.02) 

Barium 1.24 ±0.25 
(1.27 ±0.28) 

0.19 
(0.12 

±0 .04 
± 0.03) 

10.5 
(9.3 

± 2.6 
± 1.5) 

0.10 
(0.12 

±0.02 
± 0.02) 

2.5 ±0 .5 
(2.5 ±0.5) 

0.094 ± 0.020 
(0.086 ±0.016) 

Cesium 0.99 ±0.12 
(1.18 ±0.25) 

1.33 
(1.43 

±0.14 
± 0.15) 

7.0 
(6.9 

± 0.7 
±0.7) 

0.20 
(0.20 

± 0.03 
± 0.03) 

2.2 ±0 .3 
(2.2 ±0.3) 

0.17 ±0.02 
(0.16 ±0.02) 

Cerium 2.9 ±0 .3 
(2.9 ±0.3) 

0.16 
(0.17 

± 0.04 
± 0.04) 

10.9 
(9.1 

± 1.1 
± 1.0) 

0.14 
(0.04 

±0.04 
± 0.04) 

3.2 ±0 .4 
(3.2 ±0.4) 

0.09 ±0.02 
(0.05 ±0.02) 

Americium 12.0 ± 1.3 
(10.9 ± 1.2) 

0.41 
(0.27 

± 0.12 
± 0.10) 

17.5 
(14.2 

± 2.0 
± 1.7) 

0.09 
(0.06 

± 0.09 
± 0.07) 

7.8 ±0 .9 
(7.6 ±0.9) 

0.03 ± 0.03 
(0.01 ±0.02) 

Salt Brine 

Sodium 1.85 ±0.21 
(1.89 ±0.21) 

1.91 
(1.96 

±0.23 
±0.23) 

1.82 
(1.56 

±0 .20 
± 0.20) 

1.83 
(1.75 

± 0.20 
±0.19) 

0.90 ±0.10 
(0.91 ±0.10) 

1.22 ±0.18 
(1.22 ±0.18) 

Cobalt 0.054 ± 0.009 
(0.049 ± 0.009) 

0.083 ± 0.017 
(0.094 ± 0.014) 

0.064 ± 0.007 
(0.039 ± 0.007) 

0.032 ± 0.006 
(0.019 ± 0.005) 

0.043 ± 0.005 
(0.059 ± 0.006) 

0.013 ± 0.004 
(0.022 ± 0.003) 

Zirconium 0.0 ±0 .1 
(0.0 ±0.1) 

0.18 
(0.00 

±0.16 
±0.14) 

0.0 
(0.0 

± 0 . 2 
± 0.1) 

0.00 
(0.00 

± 0.13 
± 0.09) 

0.00 ±0.07 
(0.00 ±0.05) 

0.00 ±0.10 
(0.00 ±0.08) 

Niobium 0.07 ±0.03 
(0.04 ±0.02) 

0.15 
(0.11 

± 0.05 
± 0.03) 

0.04 
(0.02 

± 0.06 
± 0.03) 

0.03 
(0.00 

±0.05 
± 0.03) 

0.05 ±0.02 
(0.04 ±0.02) 

0.00 ±0.04 
(0.00 ±0.02) 

Barium 0.20 ±0.03 
(0.13 ±0.04) 

0.16 
(0.17 

± 0.03 
± 0.03) 

0.17 
(0.14 

± 0.02 
± 0.02) 

0.080 ±0.013 
(0.067 ± 0.013) 

0.113 ±0.012 
(0.113 ± 0.012) 

0.038 ± 0.009 
(0.050 ± 0.006) 

Cesium 0.21 ±0.04 
(0.25 ±0.04) 

0.27 
(0.23 

±0.06 
± 0.05) 

0.41 
(0.35 

±0.05 
± 0.05) 

0.15 
(0.18 

±0.03 
± 0.03) 

0.14 ±0.02 
(0.12 ±0.02) 

0.030 ±0.012 
(0.034 ± 0.010) 

Cerium 0.00 ±0.05 
(0.00 ±0.05) 

0.00 
(0.12 

± 0.06 
± 0.06) 

0.00 
(0.00 

± 0.04 
± 0.03) 

0.00 
(0.00 

± 0.02 
± 0.02) 

0.044 ±0.014 
(0.068 ± 0.014) 

0.00 ±0.02 
(0.00 ±0.02) 

Americium 1.9 ±0 .2 
(1.6 ±0.2) 

0.33 
(0.20 

±0.14 
± 0.11) 

0.73 
(0.73 

±0.12 
±0.10) 

0.00 
(0.00 

± 0.06 
± 0.05) 

0.22 ±0.07 
(0.30 ±0.07) 

0.00 ±0.04 
(0.05 ±0.03) 

"The first value is from acidified leachates; the second, in parentheses, is from unacidified lcachates. 
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TABLE VI 

Static Elemental Leach Rates from Glass, ~30°C 

(tig/cm2 -day) 

Leach Time 

28 days 63 days 126 days 

Gamma Dose 

Element 5.2 x 106 Gy 0 Gy 1.6 x 107 Gy 0 Gy 3.1 x 107 Gy 0 Gy 

Distilled Deionized Water 

Sodium 21 ± 3a 

(20 ± 3) 
0.39 ± 0.07 

(0.36 ± 0.07) 
0.25 ± 0.04 

(0.22 ± 0.04) 
0.86 ±0.11 

(0.95 ±0.11) 
0.13 ±0.02 

(0.14 ±0.02) 

Cobalt 22 ± 3 
(22 ± 3) 

0.35 ± 0.04 
(0.35 ± 0.04) 

0.25 ± 0.03 
(0.19 ± 0.02) 

1.19 ± 0.13 
(1.21 ±0.13) 

0.092 ± 0.010 
(0.098 ± 0.010) 

Zirconium 0.09 ± 0.07 
(0.00 ± 0.10) 

0.12 ±0.10 
(0.00 ±0.10) 

0.0 ±0.1 
(0.0 ±0.1) 

0.17 ± 0.16 
(0.00 ±0.10) 

0.00 ±0.05 
(0.00 ±0.06) 

Niobium 6.5 ±0.7 
(1.2 ±0.2) 

0.05 ± 0.04 
(0.04 ± 0.04) 

0.06 ± 0.04 
(0.00 ± 0.03) 

0.22 ± 0.05 
(0.11 ± 0.04) 

0.00 ±0.02 
(0.02 ±0.02) 

Barium 23 ± 3 
(24 ± 3) 

0.13 ±0.03 
(0.14 ±0.03) 

0.21 ± 0.04 
(0.12 ±0.02) 

0.90 ±0.10 
(0.91 ±0.10) 

0.046 ± 0.006 
(0.049 ± 0.008) 

Cesium 20 ± 3 
(22 ± 3) 

0.30 ± 0.06 
(0.28 ± 0.06) 

0.27 ± 0.05 
(0.22 ± 0.03) 

0.74 ± 0.08 
(0.72 ± 0.08) 

0.080 ± 0.012 
(0.078 ± 0.012) 

Cerium 21 ± 3 
(22 ± 3) 

0.00 ± 0.05 
(0.04 ± 0.05) 

0.17 ± 0.05 
(0.03 ± 0.03) 

0.38 ± 0.04 
(0.38 ± 0.04) 

0.018 ± 0.011 
(0.010 ±0.011) 

Americium 24 ± 3 
(27 ± 3) 

0.00 ±0.10 
(0.00 ±0.10) 

0.16 ±0.08 
(0.00 ± 0.05) 

0.89 ±0.11 
(0.65 ±0.10) 

0.00 ±0.02 
(0.00 ±0.02) 

Salt Brine 

Sodium 1.02 ±0.14 
(1.01 ±0.14) 

0.82 ±0.12 
(0.78 ±0.11) 

0.18 ±0.03 
(0.13 ±0.02) 

0.085 ± 0.032 
(0.10 ±0.02) 

0.44 ±0.05 
(0.43 ±0.05) 

0.33 ±0.04 
(0.31 ±0.05) 

Cobalt 0.88 ± 0.09 
(0.84 ± 0.09) 

0.59 ± 0.06 
(0.58 ± 0.06) 

0.34 ± 0.04 
(0.24 ±0.03) 

0.080 ± 0.009 
(0.081 ± 0.009) 

0.28 ±0.03 
(0.30 ±0.03) 

0.21 ±0.03 
(0.22 ±0.03) 

Zirconium 0.08 ±0.10 
(0.00 ±0.10) 

0.11 ± 0.14 
(0.00 ±0.14) 

0.00 ±0.07 
(0.00 ±0.06) 

0.00 ±0.10 
(0.00 ±0.06) 

0.00 ±0.10 
(0.00 ±0.07) 

0.00 ±0.10 
(0.07 ±0.07) 

Niobium 0.08 ± 0.04 
(0.10 ± 0.05) 

0.09 ± 0.05 
(0.12 ± 0.03) 

0.03 ±0.03 
(0.00 ±0.02) 

0.00 ±0.04 
(0.01 ±0.02) 

0.00 ±0.03 
(0.03 ±0.02) 

0.00 ±0.03 
(0.01 ±0.02) 

Barium 0.97 ±0.10 
(0.88 ± 0.09) 

0.61 ±0.11 
(0.64 ±0.19) 

0.10 ±0.02 
(0.11 ±0.02) 

0.078 ±0.013 
(0.048 ± 0.009) 

0.40 ±0.05 
(0.37 ±0.05) 

0.24 ±0.03 
(0.28 ±0.03) 

Cesium 0.76 ± 0.09 
(0.81 ±0.09) 

0.56 ± 0.08 
(0.46 ± 0.07) 

0.091 ±0.022 
(0.104 ± 0.020) 

0.029 ± 0.022 
(0.062 ± 0.015) 

0.28 ±0.04 
(0.32 ±0.04) 

0.22 ±0.03 
(0.22 ±0.03) 

Cerium 0.00 ± 0.05 
(0.00 ± 0.05) 

0.07 ± 0.07 
(0.12 ±0.07) 

0.00 ±0.02 
(0.00 ±0.02) 

0.03 ±0.03 
(0.00 ±0.02) 

0.032 ± 0.017 
(0.044 ± 0.017) 

0.000 ±0.015 
(0.006 ± 0.014) 

Americium 0.56 ±0.12 
(0.47 ± 0.12) 

0.04 ±0.12 
(0.18 ± 0.12) 

0.23 ±0.05 
(0.15 ±0.05) 

0.04 ±0.04 
(0.00 ±0.03) 

0.07 ±0.03 
(0.08 ±0.03) 

0.00 ±0.02 
(0.00 ±0.02) 

aThe first value is from acidified leachates; the second, in parentheses, is from unacidified leachates. 
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corrosion of ductile cast iron has been found to ac-
celerate leaching from a zinc borosilicate glass at 90°C 
(Ref. 21). The leaching conditions were much different 
from those of this experiment: final pH 9 to 10 com-
pared to 3, temperature 90°C rather than 30°C, and a 
cast iron rather than corrosion-resistant stainless steel. 
Also, iron silicates would not be expected to form in 
the low pH of this experiment. No significant effect on 
the leaching due to the stainless steel would be ex-
pected, although it has not been ruled out. 

Since Pyrex glass tubes were used for the brine 
leaching both with and without the gamma field, the 
effect, if any, on leaching due to silicon saturation by 
silicon leaching from the Pyrex will be the same for 

« both tests. Some early leach experiments made in 
Pyrex containers gave the same leach rates (silicon was 

2> not determined) as those made in polypropylene 
20 

jo 
"E 
C/5 
<D JZ 

a 

JS 

c 

n 

"aj 

e o 

containers. 

CONCLUSIONS 

The experiments allowed comparison of a high 
quality glass and IEB for immobilizing high-level 

2 waste. Except for the 28-day leach in irradiated dis-
g tilled deionized water, where the glass was con-
o siderably more leachable, both the glass and IEB had 
v about the same leach rates under the same conditions. 

The IEB gave consistently lower leach rates for cobalt, 
p however, since the cobalt in the IEB was probably in-

corporated isomorphously in the magnetite, (Fe,Co) 
o Fe 20 4 , phase. For glass, cobalt was about as leach-
'<Z able as barium and cesium, while for IEB it was only 
° about one-seventh as leachable. The use of tracer-
3 spiked specimens simplified leachate analysis, espe-
y daily for the brine. 

The experiments showed that both the IEB and the 
J3 glass are leach resistant in saturated WIPP brine, even 
c in the presence of a high gamma radiation field. 
'E 
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The leaching behavior of real Zircaloy cladding 
hulls, originating from the pressurized water reactor 
nuclear power station at Obrigheim, Federal Republic 
of Germany, was investigated using distilled water; 
nitric acid; sodium hydroxide solution; Portland, 
alumina, and Sorel cement lye solutions; and a potas-
sium pyrosulfate melt as leachants. 

The leached fraction was determined for six 
gamma-emitting isotopes and two actinides. 

The distributions of the radionuclides in the hulls 
were determined using a potassium pyrosulfate melt. 
The results indicated that actinides (plutonium and 
curium) were concentrated on the surface; the diffus-
ing species (ruthenium and cesium) had high concen-
trations at the surface but also appeared in the inner 
portions of the hulls. The distribution of activation 
products (cobalt and antimony) was very nearly 
homogeneous throughout the hulls. 

It is recommended that, prior to reprocessing, the 
Zircaloy-clad fuel rods be separated from the fuel 
assembly to facilitate handling of the alpha-con-
taminated waste stream. The results of this study show 
that decontamination with nitric acid should be suffi-
cient for further conditioning prior to disposal if con-
ditioning is required. 

INTRODUCTION 

Zircaloy cladding hulls leached with semiconcen-
trated nitric acid become radioactive waste in repro-
cessing fuel elements from light water reactors 
(LWRs). The Zircaloy amounts to almost 300 kg/ton 

of heavy metal (HM) or U 0 2 . There is an addi-
tional 60 kg of structural material (head and support 
pieces, spacers, guide tubes, etc.) in the case of com-
plete boiling water fuel elements, or 120 kg in the case 
of pressurized water reactor (PWR) fuel elements. 
These additional parts are fabricated from stainless 
steel or Inconel, and it is appropriate to deal with them 
as separate waste streams, although currently, this is 
not the practice everywhere. 

The use of a single-rod shear makes it possible to 
separate the Zircaloy cladding hulls almost completely 
from the other structural materials. However, this is 
not possible to the same extent if a bundle shear is 
used. In this case the head and support pieces can eas-
ily be sawed off prior to shearing and separated from 
the main material flow. The other structural sections 
(e.g., spacers and guide tubes), whose weight is about 
two-thirds that of the head and support pieces and 
contain several times as many activation products, 
cannot be separated from the cladding so easily. After 
a decay time of 5 to 7 yr, the most important 
radioisotopes in these components are 55Fe, 6 0Co, 
63Ni, and, at a somewhat lower level, , 25Sb. Detailed 
computations of the radioactivities and thermal power 
levels for these parts can be found in Ref. 1. 

The primary point is, however, that all structural 
sections—apart from low external contaminations— 
are free of alpha emitters, and thus can be put into a 
lower classification with respect to their long-term 
radiotoxicity than the Zircaloy cladding hulls, which 
contain higher levels of actinides. These actinides 
result partly from residues of undissolved fuel retained 
on the fuel cladding and partly from trace amounts 
of actinides adsorbed or bonded on the surface layers. 

If it were possible to make the cladding hulls 
largely free of alpha contamination by a suitable 
purification step, this would simplify the final storage 
design. 



OBJECTIVES 

The present investigation was concerned with the 
leaching behavior of Zircaloy cladding hulls under 
various conditions on real experimental material. The 
goal was to develop suggestions for improvements in 
the handling of reprocessing waste, using the results 
f rom the present study and the findings of earlier 
works.2"6 These earlier works discussed the impact of 
trit ium and krypton (isotopes not included in this 
study) on the handling of reprocessing waste. 

EXPERIMENTAL MATERIAL 

Two types of Zircaloy cladding hulls with different 
pretreatments were available for the experimental 
studies. Both types originated f rom fuel used in the 
P W R nuclear power station at Obrigheim, Federal 
Republic of Germany. The major characteristics of the 
two types of hulls are given in Table I. 

The Kraftwerk Union (KWU) cladding hulls speci-
mens (hereafter referred to as type P - l ) were obtained 
in the hot cells at the KWU in Karlstein by cutting a 
fuel rod into ~6-cm-long sections and mechanically 
ejecting the U 0 2 pellets. Although the inside surfaces 
were mechanically buffed af ter ejection, the cladding 
hulls still contained trace amounts of fuel. For this 
reason, the leached fractions measured in the ex-
periments were higher than those f rom cladding hull 
sections obtained f rom the Karlsruhe reprocessing 
facility (WAK). Two different hull types (designated 
P-2a and P-2b) were available f rom WAK. They had 
different levels of contaminat ion (see the initial 
radioactivities in Tables II and III) due to differences 
in the dissolving and washing steps at the reprocessing 
facility. For use in the experiments, cladding hulls were 
subsequently cut into 1-cm sections. 

All cladding hulls displayed a dark coloration on 
both the inside and outside surfaces. This is a very thin 
oxide layer, several microns in thickness. These oxide 
layers resist acid or alkaline leachant attack but can be 
dissolved in a pyrosulfate melt. 

EXPERIMENTAL PROCEDURE 

Measurements of the alpha and gamma radioac-
tivities were carried out using s tandard procedures. 
Whereas the gamma radioactivities of the individual 
specimens could be directly measured with a Ge(Li) 
semiconductor detector, alpha spectrometry required 
the preparation of thin samples by electrodeposition.7 

The cladding hulls were boiled under a reflux con-
denser for 3 h using 50 ml of the solutions described 
below. The solutions were filtered after cooling and 
their radioactive inventories measured. The cladding 
hulls were directly measured by gamma spectrometry. 

The following aqueous solvents were used: 

1. double distilled water ( H 2 0 ) 

2.1 M H N O j 

3. 1 M NaOH 

4. Port land cement (PC) solution produced by 
agitating a mixture of 60 g PC and 110 g H 2 0 
in a tumbler for several days (the clear filtrate 
had a p H value of 12.6) 

5. alumina cement (AC) solutions produced by 
agitating a mixture of 60 g AC with 200 g H 2 0 
for several days (the clear filtrate had a pH 
value of 11.6) 

6. Sorel cement (SC) leach simulate produced by 
agitating a mixture of 150 g of a saturated aque-
ous MgCI2 solution with a 1 g MgO for 24 h 
(the pH value of the clear filtrate was 5.9). 

Molten salt decompos i t ions with potassium 
pyrosulfate were carried out by heating in a nickel 
crucible at 400°C. The solidified melts were then dis-
solved in warm 1 M H 2 S 0 4 . Radionuclide distribu-
tions in the hulls were obtained from sequential molten 
salt decompositions. Measurements of activity and hull 
weight were made at various times during the course 
of the experiment starting at 0.25 h and ending at 110 
h. The activity of the gamma emitters was determined 
f rom gamma spectrometry of the residual cladding 

TABLE I 

Characteristics of Hulls Investigated in the Present Study 

Type KWU (P-l) WAK (P-2a and P-2b) 

Initial enrichment 
Burnup 
Mean power density of fuel rod 
Discharge from reactor 
Reprocessing date 
Cladding hull material 
Separation fuel-cladding hulls 

3.1% 
30000 MWd-ton- ' 
180 W-cm"1 

May 1977 
Not applicable 
Zircaloy-4 
Mechanical 

3.02% 
28 200 MWd-ton 1 

200 W-cm"1 

August 1975 
1977 

Zircaloy-4 
Chemical 



TABLE II 

The Behavior of Gamma-Emitting Nuclides in Zircaloy Cladding Hulls Under the Action 
of Different Aqueous Leachants 

Sample Nuclide 

Initial 
Radioactivity 

OxCi-g"1) 

Radionuclide Fraction Leached 
W 

Sample Nuclide 

Initial 
Radioactivity 

OxCi-g"1) H2O HN03 NaOH PC AC SC 

P-l l34Cs 181 7.8 10.9 15.4 9.8 13.8 12.7 
l37Cs 936 7.2 11.0 14.9 9.9 13.8 12.7 
106Rh 414 NDa 21.4 1.1 ND ND 1.7 
154Eu 33 ND 0.4 ND ND ND ND 
125Sb 1234 0.8 2.3 3.5 0.2 0.9 0.5 
" C o 69 ND 0.3 1.5 ND ND ND 

P-2a 134Cs 41 1.5 12.4 3.7 2.4 3.2 1.3 
137Cs 498 1.5 12.5 3.7 2.3 3.0 1.4 
106Rh 13 ND 99.5 1.8 NMb NM NM 
l54Eu 14 ND 2.8 ND ND ND ND 
,25Sb 222 0.9 30.2 7.7 0.1 1.0 1.8 
"Co 26 ND 40.7 2.9 ND ND ND 

P-2b ,34Cs 0.4 49.8 81.9 56.1 NM NM NM 
l37Cs 3.8 75.8 95.6 86.1 NM NM NM 
l06Rh 2.5 24.0 99.5 2.7 NM ND NM 
154Eu ND ND ND ND ND ND ND 
l25Sb 45 23.2 28.3 10.3 ND 28 NM 
"Co 8 9.1 48.4 4.3 NM ND NM 

aND = not detectable. 
bNM = not measured. 

TABLE III 

Leaching Behavior of Actinides in Zircaloy Cladding Hulls 

Initial Radioactivity Leached Fraction 

Hull 2 3 9 , 2 4 0 p u 244Cm 239,240 p u 244Cm 
Type OxCi-g"') (MCi-g-1) Leachant (%) (%) 

P-l 150 260 HNOJ 60 46 
K2S2O7 40 54 

NaOH NDA ND 
K2S207 57 52 

P-2a 1100 570 HNO3 90 40 
K2S207 10 60 
NaOH ND ND 
K2S207 59 100 

P-2b 440 10 HNO3 98 100 
K2S2O7 2 ND 
NaOH ND ND 
K2s207 70 80 

:'ND = not detectable. 



hulls; the activity of the actinides was obtained from 
the filtered solutions. 

EXPERIMENTAL RESULTS 

Table II shows the results, in terms of the fraction 
leached, for the most important gamma-emitting 
nuclides in Zircaloy cladding hulls. The values of in-
itial radioactivity for each hull type were obtained 
from measurements on composite samples of the hulls. 
Any individual hull specimen may, then, differ slightly 
from the value shown. It is evident that the alkaline 
element cesium dissolves relatively well in both alkaline 
and acidic solvents, in contrast to the other elements 
studied. 

Table III gives the initial levels of the actinides 
239,240pu a n c j 244£ m a n c j ^gjj . behavior under suc-
cessive leaching with HN0 3 , NaOH, and K2S207 . The 
experiments were performed with separate specimens 
in the order H N 0 3 - K 2 S 2 0 7 and N a 0 H - K 2 S 2 0 7 , re-
spectively. The H N 0 3 treatment effects a considerable 
decontamination while the alkaline leachant does not 
seem to exert any measurable influence. 

Figure 1 shows the radionuclide distributions 
within the Zircaloy cladding tubes for the whole series 
of experiments. The cladding hulls were dissolved in 
stages by successive potassium pyrosulfate melt treat-
ment. Although the individual measurements displayed 
some scatter, it was possible to construct enveloping 
curves. The graphic representation then results in three 
clearly divided groups: 

1. the actinides that are concentrated in a thin sur-
face layer 

100 80 60 40 20 0 
Residual mass of cladding material (%) 

Fig. 1. Radionuclide distributions in Zircaloy cladding 
hulls. 

2. diffusing species, whose highest concentration 
is clearly to be found in the inner surface layer 
but which also penetrate into deeper material 
layers to a considerable extent 

3. activation products that are, in part, located on 
the external Zircaloy surface as corrosion prod-
ucts, but which otherwise display a homoge-
neous distribution. 

DISCUSSION OF RESULTS 

The experimental results indicate that the mea-
sured radioactivities of the Zircaloy cladding tubes 
come from two different sources: 

1. Surface contamination or surface nuclide im-
plantation due to nuclear recoil effects—the observed 
leaching of various nuclides by different aqueous 
solvents indicates that the radioactivity must in part be 
pure surface contamination. However, some fraction 
is also firmly implanted in the oxide layer. Although 
the actinides, like the rare earths, display very low dif-
fusion velocities in Zircaloy, the opposite is true of 
some fission product (FP) elements. The depth distri-
bution measured for ruthenium and cesium leads one 
to suppose that similar diffusion behavior may also be 
valid for other chemically related elements. It thus 
becomes clear that a surface decontamination of the 
Zircaloy cladding tubes, removing some material, 
would almost completely eliminate the actinides but 
not all fission nuclides. 

2. Activation products of the cladding tube 
material, which are distributed fairly evenly through 
the whole thickness of the material—the radionuclides 
6t)Co and 125Sb are characteristic of this group. 

The results of this study indicate that placement of 
well decontaminated Zircaloy cladding hulls in con-
crete represents an acceptable solution. The cement 
product effects an improvement in the radionuclide 
leaching resistance. Cement products do not, however, 
provide any gain or loss with respect to long-term pro-
tective effects in the case of contact of the final 
disposal product with aqueous solutions, which is very 
improbable but cannot be completely excluded. The 
alkaline environment of the cement products does pro-
mote leaching of the relatively short-lived alkaline and, 
possibly, the alkaline earth elements, but it does sup-
press considerably the mobility of a whole series of 
other elements, especially the very long-lived actinides. 
The basic character of the cement products and their 
crystal water content promotes corrosive attack on the 
Zircaloy cladding hulls, which may possibly be inten-
sified by tritium and krypton degassing. Further 
studies are still required here. The formation of 
hydrogen radiolysis gas, which can lead to an increase 



in tritium release, must also be taken into consid-
eration.8 Cementing can have advantages in suppress-
ing a possible spontaneous ignition of the fine Zircaloy 
particles adhering to the cladding hulls. 

In deciding on appropriate conditioning for final 
disposal of the Zircaloy cladding hulls, it should be 
noted that the levels of tritium and 85Kr also play an 
important role. Depending on burnup and rod power 
density, typical LWR Zircaloy cladding hulls contain 
between 700 and 1400 nCi T / g of Zircaloy.3 8 This 
tritium is rather firmly bound into the Zircaloy matrix 
in the form of zirconium tritide and is released only at 
relatively high temperatures (800 to 1000°C). On the 
other hand, zirconium tritide exchanges its hydrogen 
isotopes when in contact with aqueous solutions or 
hydrated solids, such as cement products. An isotope 
exchange process of this type can lead to an increased 
tritium release f rom the cemented final disposal 
products of Zircaloy cladding hulls. This is particularly 
true if the product comes into contact with aqueous 
solutions. 

The behavior of the inert gas 85Kr, which enters 
the Zircaloy cladding hulls by means of recoil effects, 
is especially interesting. A mean 85Kr inventory of 62 
/xCi/g of Zircaloy was measured for PWR cladding 
hulls with a burnup of 31000 M W d / t o n U. This cor-
responds to - 0 . 1 % of the total inventory in the fuel 
rod. Furthermore, it has been shown that the 85Kr ac-
tivity is almost completely restricted to the inner cor-
rosion layer of the cladding tubes, which is - 1 0 ^m 
thick. Similar to the case of tritium, 85Kr release only 
takes place at temperatures above 800°C (Ref. 5). The 
application of aqueous solutions does not show any 
leaching effect. 

A critical evaluation of leaching behavior under 
various conditions indicates that a thorough pretreat-
ment with semiconcentrated nitric acid of the cladding 
hulls leaving the dissolver of a reprocessing facility is 
an effective measure for minimizing the surface con-
tamination of Zircaloy cladding hulls by FPs and ac-
tinides. Decontamination factors of between 2 and 20 
can be achieved. These observations are in agreement 
with the findings of earlier English studies.9 However, 
the actinide content remaining in the Zircaloy after this 
treatment is still higher than the limit of 10 nCi /g 
recommended by various authorities. Therefore, the 
cladding hulls must still be classified as alpha-con-
taminated waste. 

A further important result of the present study is 
the discovery that actinides cannot be put into solution 
by alkaline solvents and thus cannot be made mobile. 
Therefore, embedding the Zircaloy cladding hulls in 
cement products for the purpose of conditioning for 
final disposal can be regarded as a useful procedure. 
Cement products do not display any permanent effect 
in improving the leaching resistance of the alkaline and 
alkaline earth elements, nor presumably, that of ru-
thenium. They simply bring about a delay in release. 

CONCLUSIONS ON CONDITIONING 
FOR FINAL DISPOSAL 

The first recommendation should be to mechan-
ically separate the Zircaloy-clad fuel rods as cleanly as 
possible from the remaining metallic structural sections 
in order to be able to handle each as a separate waste 
stream. In this way, the fraction containing alpha con-
tamination would be restricted to the Zircaloy cladding 
hulls. Insofar as possible, alpha contamination of the 
structural material otherwise free of alpha emitters 
must be avoided during the dismantling operation. The 
separation of structural materials free of alpha con-
tamination from a waste stream containing such con-
tamination can be achieved most effectively by using 
a single-rod shear, although this may present an 
economic penalty. 

This fact is important if very strict demands are 
made on the final disposal of waste containing alpha 
contamination. The fraction containing alpha contam-
ination would be placed in deep geologic formations, 
while the majority of activated structural components 
with relatively short decay times could be buried close 
to the surface. Direct incorporation in concrete with-
out compacting in drums would seem to be the most 
appropriate method for burial of the activated struc-
tural components. 

Further treatment of the Zircaloy cladding hulls 
after reprocessing depends on the safety philosophy 
adopted. If dilution is favored, then the Zircaloy clad-
ding hulls only superficially contaminated with ac-
tinides and FPs will not require any further treatment. 
They can be embedded in a matrix material to provide 
dilution (e.g., a mixture of cement and sand). In this 
way, large volumes of waste with low specific radioac-
tivities result, and the radiolysis and heat dissipation 
problems are greatly reduced. If, however, concentra-
tion of the waste and safe containment of the mini-
mized volumes is the preferred strategy, then a further 
decontamination of the Zircaloy cladding hulls before 
final disposal may provide a gain in safety. In this type 
of treatment, a waste product of medium radioactivity 
is divided into a small volume of highly radioactive 
material and a larger volume with lower specific 
radioactivity. This measure can be attractive if it is 
possible to economically carry out the final disposal of 
the larger volume. 

If postreprocessing treatment of the hulls is 
desirable, the results of this study indicate that decon-
tamination of the leached cladding hulls with nitric 
acid would be beneficial, but further decontamination, 
for example, by dissolution of the oxidized surface 
layers by treatment with pyrosulfate salt melt, is not 
recommended. The remaining Zircaloy cladding hulls 
would likely be practically free of alpha contamina-
tion, and final disposal would be easier, but the 
resulting secondary waste would be similar, f rom the 
point of view of volume and quality, to that of the 



primary waste. Therefore, a net benefit would not be 
realized. 

Other suggestions for conditioning of Zircaloy 
cladding hulls (e.g., abrasive conditioning) have been 
proposed. They do not, however, seem to offer any 
significant gain in safety. In the end, only experiments 
with genuine waste canisters can provide the informa-
tion required for a final decision on the best process. 
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Deposition of 60Co contained in reactor water 
results in contamination of boiling water reactor out-
of-core components. To elucidate the deposition 
mechanism, the deposition kinetics of radionuclides on 
carbon steel were evaluated through exposure tests in 
actual reactor water. On the basis of the data, a radia-
tion buildup model was developed. Cationic 60Co and 
SHCo were difficult to transmit through the oxide film, 
which was probably charged positively, and incor-
porate into the inner oxide layer; consequently these 
amounts on the steel did not increase even after 
1000 h. However, anionic 5lCr was easily captured by 
the growing oxide film, and the amount showed an in-
creasing trend up to 500 h. 

INTRODUCTION 

Deposition of several radionuclides, which are 
contained in reactor water, results in contamination of 
boiling water reactor (BWR) out-of-core components. 
Radioisotopic analyses of actual piping have identified 
w 'Co as the primary cause of radiation buildup.1"3 

This cobalt isotope exhibits a relatively long half-life 
and large gamma activity. 

The components are primarily made of stainless 
steel, except part of the piping in the reactor water 
cleanup line for which carbon steel is used. Radiation 
buildup on stainless steel in actual reactor water has 
been previously described.4 '5 These references re-
vealed that the deposition rate of ^ C o was controlled 
mainly by the growth of an oxide film on the steel. 

However, as the growth rate and morphology of ox-
ide film formed on carbon steel are assumed to differ 
from those of stainless steel, elucidation of the deposi-
tion mechanism for radionuclides on both steels would 
be useful. It is the purpose of this paper to present 
results from carbon steel exposure tests carried out at 
a commercially operating BWR. 

EXPERIMENTAL 

This study was conducted in a test facility, which 
was connected to the reactor water flow. Facility 
details have been described elsewhere.5 

The chemical composition of carbon steel used as 
test material is shown in Table I. The test coupons 
were solid rods, 370 mm in length and 6.4 mm in 
diameter. They were machine polished, rinsed with 
acetone, and kept in a desiccator until exposure. 

TABLE I 

Chemical Composition of Carbon Steel 
Used as Test Coupons 

Element wt<% 

Carbon 0.19 
Silicon 0.20 
Manganese 0.56 
Phosphorus 0.016 

Sulfur 0.014 
Cobalt 0.0063 
Nickel 0.022 
Chromium 0.012 



Exposure tests were carried out at a neutral pH 
(6.9 to 7.2) reactor water at 230°C containing 150- to 
170-ppb oxygen and flowing at 0.5 m / s for 25 to 4200 
h. The conductivity of water was in the range of 0.10 
to 0.12 ^ S / c m . Reactor operations were very stable 
during experiment runs. Table II shows the concentra-
tions of radionuclides and elemental metals in the reac-
tor water sampled at the facility inlet. A major part of 
the radionuclides existed as soluble species, which was 
assumed to be closely related to the low concentration 
of insoluble i ron. 6 The so-called soluble species were 
those that could pass through a 0.45-/xm Millipore 
filter and be collected on ion exchange membranes. 
The insoluble species were those collected on the 
Millipore filter. Soluble 5 1Cr and elemental chromium 

TABLE II 

Average Concentration of Radionuclides and 
Elemental Metals in Reactor Water 

Soluble Insoluble 
Species Species 

Radionuclide (/iCi-m -3) (/xCi-m-3) 

wlCo 100 5 
58Co 200 10 
5 lCr 10 5 
54 Mn 20 0.6 
54 Fe Not detected Not detected 

Soluble Insoluble 
Elemental Species Species 

Metal (ppb) (ppb) 

Iron 0.034 0.035 
Cobalt 0.16 Not detected 
Nickel 2.3 Not detected 
Chromium 0.075 Not detected 

were collected on anion exchange membranes, while 
the other soluble radionuclides and elemental metals 
were collected on cation exchange membranes. 

Af ter exposure, coupons were removed from the 
facility and gamma scanned immediately. They were 
divided into small segments, and the oxide films on the 
segments were then analyzed.5 

RESULTS 

Radiation Buildup with Time 

The deposition kinetics of 6 0 Co on carbon steel 
are shown in Fig. 1. The amount of 6 0 Co always 
varied, but did not tend to increase even after 1000 h. 
On the other hand, the oxide film grew on steel, as 
shown in Fig. 2. Oxide film weights and descaled 
weight losses fit the following equation: 

AW = AW0 + kt 

where 

A W = oxide film weights or descaled weight 
losses 

AW0 = empirical extrapolation to zero time 

k = rate constant 

t = exposure time. 
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Fig. 1. Deposition of ^'Co on carbon steel exposed in re-
actor water at 230°C. 

Fig. 2. Corrosion behavior of carbon steel exposed in re-
actor water at 230°C. 



This equation for corrosion implied a linear rate con-
trol that became effective af ter an initial nonlinear 
period. The corrosion rate was 1.1 m g - d m _ 2 d a y _ 1 . 
In general, elemental metals contained in the steel were 
left on it as an oxide film or released to system flow 
through corrosion. Figure 2 shows in the oxide film 
that the amount of iron, a major component of car-
bon steel, approximately matched the weight loss of 
the steel. This indicated that the amount released was 
small; most metal atoms formed an oxide film. 

By comparison of the first two figures, the deposi-
tion of ^ C o was shown to be independent of the ox-
ide film growth. This differed f rom the deposition 
kinetics on stainless steel, in which the deposition rate 
of ^ C o was mainly controlled by the film growth. 

Characterization of Oxide Films 

Figure 3a shows a scanning electron micrograph 
(SEM) of an oxide film formed after a 1000-h ex-
posure. About l-/*m platelike crystals, which were 
assumed to be hematite, were uniformly visible. These 
crystals could be easily removed by ultrasonic clean-
ing (Fig. 3b). Subsequently, the adhered oxide layer 
was removed f rom the metal by electrolytical descal-
ing (Fig. 3c). These two oxide layers, removed by the 
two-step descalings, were then analyzed chemically. 

The chemical compositions of these layers are 
shown in Table III. Iron occupied over 95% of all 
metal sites in the films. The amounts of cobalt, nickel, 
and chromium, which were minor elements in the 
films, were much higher than those of the base 
material. Therefore, these three must have come from 
the reactor water. 

The specific activity of ^ C o in the outer layer 
was several times higher than that in the inner layer, 
as shown in Table IV. This was assumed to be a result 
of the deposition of crud suspended in reactor water, 
as the specific activity of crud was several orders of 
magnitude higher than that of oxide film. However, 

TABLE III 

Weights of Metals and Chemical Compositions 
of Oxide Layers Formed on Carbon Steel 

Exposed for 1000 h at 230°C 

(XLO4 IXg-m"2, weight percent in parentheses) 

Oxide Film Iron Cobalt Nickel Chromium 

Outer oxide 14.3 0.0189 0.0928 0.312 
layer (97.3) (0.129) (0.631) (2.12) 

Inner oxide 437 0.108 6.64 13.5 
layer (95.6) (0.0236) (1.45) (2.95) 

TABLE IV 

Comparison of " C o Specific Activity of the 
Suspended Crud and Oxide Layers 

(Curies per gram of iron) 

Suspended 
Crud Outer Oxide Layer Inner Oxide Layer 

1.4 x 10-' 2.3 X 10"4 8.5 x 10"5 

1 u m 1 pnn 1 M m 
(a) (b) (c) 

Fig. 3. Scanning electron micrographs of the test pieces: (a) after exposure in reactor water for 1000 h at 230°C, (b) af-
ter ultrasonic cleaning, and (c) after electrolytical descaling. 



the deposition kinetics of 6 0Co shown in Fig. 1 in-
dicated that this crud did not stay in one place. In ad-
dition, the weight of deposited crud was very small 
compared with that of oxide film, e.g., it was <0 .1% 
of oxide film formed after 1000-h exposure. 

To identify the crystallographic phases in the ox-
ide film, a carbon steel coupon, which was exposed for 
4200 h, was observed by x-ray diffraction analysis. The 
data that were obtained showed magnetite as a major 
phase and hematite as a minor phase. 

Comparison of Deposition Kinetics of Radionuclides 

Figure 4 shows the accumulation of 58Co and 
51Cr compared with ^ C o . The vertical axis shows the 
value of the deposited amount (/iCi-m~2) divided by 
the concentration in reactor water (^Ci-m"3) . The ac-
cumulation kinetics of 58Co were similar to those of 
^ C o . However, the value for 51Cr was a few orders 
of magnitude higher than that for the other two ra-
dionuclides. Furthermore, the amount of 51Cr in-
creased with time in spite of its short half-life (667 h). 
The above-mentioned difference in deposition kinetics 
was also observed among elemental chromium, cobalt, 
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Fig. 4. Comparison of the accumulation kinetics of ^Co, 
58Co, and "Cr on carbon steel exposed in reactor 
water at 230°C. 

and nickel, as shown in Fig. 5. Chromium deposited 
more easily than cobalt and nickel. 

DISCUSSION 

It is generally accepted that a double magnetite 
layer forms on carbon steel in oxygen-free water at 
high temperatures above 250°C (Ref. 7). The layer 
grows on both sides of the original steel surface 
simultaneously. On the other hand, it is proposed that 
such a double layer would be nucleated by low con-
ductivity neutral pH water with dissolved oxygen.8 

The corrosion proceeds via the following sequence: 

6Fe + 0 2 + 6H + - Fe 3 0 4 + 3Fe2+ + 3 H 2 0 

2Fe2+ + 2 H 2 0 + 0 2 -»Fe 2 0 3 + 4H + . 

Magnetite forms as an inner layer and hematite as an 
outer layer. 

Taking these considerations into account, a model 
for the radiation buildup on carbon steel in reactor 
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Fig. 5. Comparison of the accumulation kinetics of ele-
mental metals (cobalt, nickel, and chromium) on 
carbon steel exposed in reactor water at 230°C. 



water is depicted in Fig. 6. At the outer oxide and 
water interface (position A), hematite, which is es-
timated by observation with an SEM, grows outward. 
However, the growth of this layer is assumed to be 
depressed. If it grew extensively, the amount of ^ C o 
would have increased as a result of incorporation of 
suspended crud from the water. On the other hand, an 
inner layer, whose major phase is estimated as 
magnetite by x-ray diffraction analysis, grows inward 
following a linear law at the metal and inner oxide in-
terface (position B). While a linear law best fits the 
film growth in this test, after long periods of oxida-
tion, a parabolic or logarithmic law would seem to be 
more probable. 

The experimental data show that 51Cr is exten-
sively incorporated into this inner layer, in comparison 
with " 'Co and 58Co. This difference in kinetics is 
assumed to be due to the selectivity of oxide film for 
ion transmission. It is known that the oxide surfaces 
are charged in solution.9 Therefore, the deposition 
rates of ions should be significantly affected by the 
surface charge of oxide film. If the oxide film assumes 
a positive fixed charge, the mobility of cationic species 
is depressed and that of anionic species is promoted. 
The reverse phenomenon occurs in the oxide film, 
which assumes a negative fixed charge. The deposition 
data show that oxide films formed on carbon steel 
tend to assume a highly positive fixed charge and be 
anion selective under the reactor water conditions. 

By comparison, the radiation buildup on carbon 
steel differs significantly from that on stainless steel. 
This is assumed to be primarily due to the difference 
in the surface charges of oxides formed on these steels. 
The characteristics of oxide films are not the same in 
many respects for carbon and stainless steels. This is 
assumed to cause the difference in the surface charges. 
Under high-purity-water conditions like those of a 
BWR, the effect of migration, which is based on the 
surface charge of the oxide film, on the deposition 
kinetics of radionuclides must be considered in ad-
dition to diffusion. In addition, as the charge is 
dependent on solution pH, the deposition kinetics of 
radionuclides should be much affected by this 
parameter. 

SUMMARY 

The deposition of 6 0Co and other radionuclides 
on machine-polished carbon steel was evaluated in 
water of a commercially operating BWR. A major 
part of the radionuclides existed as soluble species. 

The oxide film growth followed a linear law, but 
the amount of ""Co always varied and did not in-
crease even after 1000 h. The deposition kinetics of 
58Co were similar to those of 6 0Co. However, the 
deposition coefficient of 51Cr, which existed as an 
anionic species in the reactor water, was over two 

Reactor 
Water 

Outer 
Layer 

Inner 
Layer 

Metal 

Cation 
Anion 

Suspended Crud 

Fig. 6. Schematic illustration of radiation buildup on car-
bon steel. 

orders of magnitude larger than that of the other two 
cations, and the amount of " C r showed an increasing 
trend up to 500 h. 

Taking these results into account, the following 
model was established for the radiation buildup on flat 
surface carbon steel in high-purity reactor water. The 
growth rate of the outer layer was depressed, and the 
deposition and release of suspended crud took place 
continuously on this layer. The inner layer grew with 
time; however, cationic ^ C o and 5 8Co were difficult 
to transmit through the positively charged oxide film 
and to incorporate into this layer, as compared with 
anionic 51Cr. 
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The hydraulic results of a series of 21-rod bundle 
water experiments have been analyzed systematically. 
Models are established for the prediction of the pres-
sure drop over unblocked bundles, grid spacers, copla-
nar concentric blockage, coplanar concentric blockage 
with bypass, noncoplanar concentric blockage, and 
noncoplanar nonconcentric blockage. The models can 
be extended to other bundles with similar character-
istics. The comparisons of these models with the ex-
perimental results agree reasonably well. 

INTRODUCTION 

Under hypothetical nuclear accident conditions, 
the fuel cladding may become distorted or swell from 
the original shape in the high-temperature environ-
ment. In these circumstances, the hydraulic condition 
at this region is disturbed and the heat transfer be-
havior is also affected. Since the cooling of the fuel 
rods in this high-temperature region is important to 
the evaluation of reactor safety, the understanding of 
the hydraulic behavior of distorted bundles is of in-
terest. 

Although the fluid is usually a two-phase mixture 
during the calculated accident under this condition, the 
first step toward the fundamental understanding of the 
distorted bundle hydraulics is to investigate the single-
phase flow in blocked bundles. The major concerns 
are the friction factor of the bundle without grid 
spacers, the loss coefficient of the grid spacers, and the 
loss coefficients of the swollen blockage of different 
shapes and different distributions. With this informa-
tion, the local flow distribution near the blockages and 
the global flow distribution among subassemblies can 
be estimated, and then the heat transfer can be evalu-

ated. For example, at extreme conditions the flow may 
either pass through the blockage zone or bypass the 
blockage such that the local heat transfer from un-
blocked bundles will be increased or decreased, re-
spectively. 

Although extensive studies have been conducted 
for the hydraulics in the normal bundles, the corre-
sponding knowledge of blocked-bundle hydraulics is 
limited. There is also a great deal of interest in the 
loss coefficients of grid spacers. Due to the complex-
ity of the spacer geometry, various models have been 
proposed for different types of grids.1,2 However, 
a simple but general approach has been proposed by 
Rehmc2 (see Nomenclature on p. 453): 

K ,R = C v t
2 (1) 

for a Reynolds number above 105 and e in the range 
of 0 to 1. 

An experimental investigation has been performed 
with the support of the U.S. Nuclear Regulatory 
Commission, Electric Power Research Institute, and 
Westinghouse Electric Corporation through the 
FLECHT-SEASET (Ref. 3) program to provide a data 
base on flow blockage effects in rod bundles. Several 
21-rod bundle configurations were studied to examine 
their hydraulic behavior under various conditions (see 
Table I). 

The objective of the study in this paper is to 
establish simple formulas or models that can be used 
to predict the pressure drop and flow distribution at 
various conditions of blocked bundles and to provide 
an understanding of them. 

EXPERIMENTAL SETUP AND PROCEDURE 

A bundle containing 21 rods is tested for its hy-
draulic behavior using subcooled water. The cross-sec-
tional view of this 21-rod bundle is shown in Fig. 1 
with the triangular fillers inserted to achieve the proper 



TABLE I 

Conditions of the 21-Rod Bundle Experiments 

Configuration Blockage Description 
Maximum Sleeve 

Strain Percentage3 

A Unblocked bundleb 

B Coplanar, over nine central rods 32.6 
C Coplanar, over whole bundle 32.6 
D Noncoplanar, concentric blockage 32.6 
E Noncoplanar, nonconcentric blockage 36 
F Noncoplanar, nonconcentric blockage 44 

aMaximum strain is for the increase of perimeter at the location of maximum deformation. 
bRod diameter, 9.5 mm; casing i.d., 67.8 mm; hydraulic diameter of the bundle, 9.08 mm. 

Symmetrical about 

Fig. 1. Nonconcentric blockage sleeve. 

flow area for the rod bundle. The bundle is 3.66 m 
long with grid spacers installed every 0.523 m. The 
grid spacers are in the form of ~4.45-cm-long straight 
strips along the direction of the flow. The blockage 
ratio, when viewed from the flow direction, is - 0 .25 , 
including the blocked area of the steam probes and the 
thermocouples attached to the grids. Individual values 
for the total grid blockage were used in Eq. (1). 

Two types of sleeve blockages were studied. The 
concentric blockage (57 mm long) has the peripheral 
strain axially distributed in a cosine shape; therefore, 
the variation of the subchannel flow cross section is 
very gradual. The other type of blockage shape is non-
concentric (190.5 mm long), with a bulge occurring at 
one side of the concentric swelling. The detailed di-

mension of a typical nonconcentric blockage of this 
kind is shown in Fig. 1. Since the variation of the 
strain is significant near the bulge, the flow may sepa-
rate downstream of the bulge. The detailed description 
of the blockages is also reported in Ref. 3. The block-
ages are centered at 1.85 m between the grids, which 
are at 1.569 and 2.092 m from the inlet. When the 
blockages are noncoplanar, the locations of the block-
age midpoints and the subchannels in which the bulges 
are oriented are denoted in Fig. 2. A three-dimensional 
view for the physical arrangement of the noncoplanar, 
concentric blockages is shown in Fig. 3. The details of 
the 21-rod bundles are described in Ref. 3. 

In the experiments, pressure drops are measured at 
0.3-m increments along the bundle as shown in Fig. 4. 
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Fig. 2. Noncoplanar sleeve distribution and bulge direction 
for nonconcentric sleeves. 

The rod and housing frictional loss as well as the loss 
coefficients for the grids and blockages are calculated 
from the measured pressure drop data: 

K]-pV^(Pl-P2)+]-p(Vf- V2
2) 

+ pg(X, - X2) , (2) 

where 

K = fL/D for frictional losses 

f L - Kg + — for grid losses 

f L 
= K0+ — +Kg for blockage losses . (3) 

The subscripts 1 and 2 are two typical locations of 
pressure measurement. 

The different bundle configurations for each series 
of hydraulic tests are listed in Table I. 

RESULTS AND DISCUSSION 

Individual aspects of the hydraulic behavior of the 
blocked bundle are reviewed in this section of the 

paper. Models or correlations for the rod bundle, grid, 
and blockage pressure drops are established. Calcula-
tions using the models are performed for steam and 
water and are compared with the experimental data. 
All the information related to the entire bundle is 
based on the hydraulic diameter of the bundle. 

Friction Factor 

The friction factor data for the unblocked sections 
of the 21-rod bundles between grids and away from 
blockage are plotted in Fig. 5. Scattering of the data 
is observed over the entire Reynolds number range. 
The Moody friction factor for smooth pipes4 is also 
shown in the figure, but its value is always lower than 
the data of the bundle friction factor. The 21-rod bun-
dle configuration was modeled with the COBRA-IV-I 
code to assess the calculated pressure drop. Steam flow 
was used in the calculation; however, the Reynolds 
number range was the same as the water hydraulics 
tests. The Moody friction factor is used for the flow 
subchannels to predict the friction factor of the whole 
bundle. As shown in Fig. 5, the predicted bundle fric-
tion factor is close to the data of water but generally 
higher than the Moody friction factor of smooth 
tubes. The present bundle has a pitch-to-diameter ratio 
of 1.32. If the bundle is an infinite array, the friction 
factor of the bundle should be close to that of the 
Moody friction factor.5 In the 21-rod bundle, one-
third of the overall wetted perimeter is due to the 
fillers and housing. The increase of the friction factor 
in the present bundle is possibly due to the presence of 
irregular subchannels in the corners of the bundle, 
which causes nonuniform velocities in different sub-
channels. The flow at central subchannels will be 
greater than the bundle-averaged velocity. The fric-
tional dissipation and the pressure drop is therefore 
higher. Another possible reason for the higher friction 
factor is the existence of turbulent wakes downstream 
of the grid spacers, which increase the wall frictional 
loss as compared with the flow in smooth tubes. Also 
the grid can induce an entrance region effect on the 
rods. 

Grid Pressure Loss 

The grid spacers in rod bundles can be of various 
complex geometries. For a first-order estimation of the 
grid loss coefficient, simple formulations based on 
abrupt contractions and expansions can be adopted. 
The loss coefficient of grid spacers without mixing 
vane in tube bundles has been correlated by Rehme2 

using Eq. (1) for Reynolds numbers beyond 105, 
where e is the blockage ratio of the grid projection to 
the flow cross-sectional area. A detailed review of 
Rehme's data at low Reynolds number indicates that 
a more complete correlation for a wide Reynolds num-
ber range can be fitted by: 
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Fig. 3. Noncoplanar, concentric sleeve (configuration D) blockage distribution and rod instrumentation. 

KgR= 196 Re" 0 33 €2 for 1 0 3 < R e < 104 

= 41 Re~° 1 6 f 2 for 1 0 4 < R e < 105 

= 6.5f2 for 105 < Re , (4) 

where e is in the range of 0 to 0.5. From the general 
comparison of this correlation with the data sets,6 it 
is observed that a multiplier of 1.4 should be applied 
to Eq. (4). As pointed out by Rehme,7 Eq. (4) is valid 
for grid spacers with a rounded leading edge, while a 

40% factor must be applied to grid spacers with a 
sharp leading edge. Therefore, the appropriate form 
for grid loss in the present study of sharp-edged 
spacers becomes 

Kg=\AKgR . (5) 

Figure 6 shows the 21-rod bundle data for grid loss 
coefficients at four different elevations for different 
bundles compared to Eq. (5). The modified grid in 
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Fig. 4. Grid locations and pressure measurements. 

Fig. 6b refers to the removal of the dimples on the 
center nine rods. In general, Eq. (5) fits the data 
reasonably well within 20% for all the bundles at all 
the elevations except that of the grids at 2.615 m. At 
this particular location, the loss coefficient can be cor-
related by 
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The increase of the loss coefficient at this elevation in 
the experiment with configuration B-F is possibly be-
cause this grid is located downstream of the blockage 
zone. The high loss coefficient of configuration A, 
which has no blockage, is not clearly understood. The 
wakes generated by the blockages in the bundle have 
not decayed completely, so that a nonuniform velocity 
profile impacts the grid. Therefore, more pressure loss 
occurs at this grid elevation. 

For general applications, Eq. (5) can be used for 
a first-order estimation for fully developed flow ap-
proaching a simple grid. Although this formulation is 
derived from the bundle-averaged condition, Eq. (5) 
can also be used in the subchannel analysis of the 
COBRA-IV-I program for bundles with blockages. 
The 21-rod bundle with grids was modeled with 
COBRA IV-I using the grid loss coefficient as given by 
Eq. (5) on a subchannel basis. That means the local 
subchannel value e was used in the COBRA IV-I 
model. The predicted and measured grid loss coeffi-

Fig. 5. Average bundle friction factor versus Reynolds 
number. 

cients at a 2.615-m elevation (downstream of the 
blockage zone) are compared in Table II for configu-
rations D, E, and F. The COBRA-calculated pressure 
loss is slightly below the measurement but is reason-
ably close. 

Coplanar Blockage over the Whole Bundle 
The simplest case of a blocked bundle is that 

where all the blockages are at the same elevation of the 
bundle. If the blockage occurs at all the subchannels 
with the same amount of swelling on all the tubes, the 
flow passes straight through the blockage zone, and 
the situation is very similar to that of a grid spacer. 
For the case of smooth concentric blockage on the 
rods, the blockage so resembles a venturi rather than 
an orifice that the abrupt contraction/expansion grid 
model would predict the pressure loss. Since the con-
centric blockage studied here has a maximum angle of 
3 deg with respect to the bundle axis, the possibility of 
flow separation is very small.3 Therefore the equiva-
lent loss coefficient for the smooth coplanar blockage 
can be correlated following the previous grid loss coef-
ficient formulation. Only the first term on the right 
side of Eq. (2) is retained. The data for bundle C are 
shown in Fig. 7 and can be correlated by 
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Fig. 6. Grid loss coefficient versus Reynolds number. 

Kb = Q.1K!,r . (7) 

It is expected that if the geometry of the coplanar 
blockage is different from the concentric blockages 

used in this experiment, the coefficient in Eq. (7) will 
be different from 0.7. However, due to the smooth 
venturi characteristic of the blockage, the coefficient 
is most likely to be <1.4 of the grid spacers. 



TABLE II 

Calculated and Measured* Hydraulic Information 

Reynolds 
Number 

/ Kg (2.615 m) K Blockage 
Reynolds 
Number Predicted3 Measured Predicted Measured Predicted Measured 

Bundle D 4.8 x 103 0.0512 0.0385 0.408 0.38 
Steam 8 x 103 0.0375 0.033 0.367 0.36 

1.2 x 104 0.0315 0.030 1.00 1.1 0.327 0.34 

Bundle D 5.3 x 103 0.0336 0.037 1.157 1.46 0.387 0.373 
Water 1.5 x 104 0.0248 0.0293 0.820 1.121 0.285 0.325 

Bundle Eb 1.4 x 10" 0.026 0.028 1.04 1.1 2.16 2.47 

Bundle Fb 1.4 x 104 0.026 0.028 1.03 1.1 3.07 2.9 

•All the measured data are for water. 
"The COBRA IV-I code using the MOODY friction factor in subchannels. 
bThe calculations here used the distributed K for blockage but, with the total of distributed KB> equals \ .6Kglt instead of 

lAKgR, which is indicated in Eq. (12). 

the blocked area and then merge again behind the 
blockage. Generally, the flow in the bypass area acts 
like that in an unblocked bundle; the flow passing 
through the blockage acts like that in a coplanar 
blockage over the whole bundle. In the analysis model, 
the cross-flow resistance is assumed to be negligible. 
The flow bypass near the blockage area is similar to 
the flow redistribution between two interconnected 
parallel tubes of different flow resistances. Therefore, 
the same axial pressure drop can be assumed for the 
blocked area and the bypass area. 

Following this assumption, the flow redistribution 
can be calculated by using the unblocked bundle fric-
tion factor for the bypass area and by using the loss 
coefficient similar to Eq. (7) plus the unblocked bun-
dle friction factor for the blocked area. The flow con-
tinuity can be written as 

A0V() = ABVB + AhVh , (8) 

where 

o = unblocked bundle 

B = blocked portion of the bundle 

b = bypass portion of the bundle that does not 
contain the blockage. 

Fig. 7. Coplanar blockage loss coefficient versus Reynolds The extra pressure drops across this region in the by-
number. pass zone, and the bypass and blockage zones are 

assumed to be equal. The overall loss coefficient KBp 

will also be related to this pressure drop. Thus 

m 

Coplanar Blockage over Part of the Bundle 

A more complicated condition is coplanar block-
age with flow bypass, where the blockage covers part 
of the cross section of the bundle. The flow will bypass 



Since the required formulas of friction factor / and 
loss coefficient KB are readily available, the flow re-
distributions VB and Vh and the overall loss coefficient 
Kbp of the whole bundle can be calculated. 

A typical example of this problem is studied ex-
perimentally with bundle B, where the nine central 
rods of the 21 rods contain smooth concentric block-
age at the same elevation. The calculated overall 
blockage loss coefficient of this bundle with the bypass 
is correlated from the data in Fig. 7 as 

KBp = QMKgR . (10) 

As expected, the blockage over part of the bundle has 
a loss coefficient less than that of the blockage over 
the whole bundle. For the pressure loss of concentric 
coplanar blockages with bypass, the parallel path 
model of Eq. (9) can be used as a first approximation. 

Noncoplanar Concentric Blockage 

A complex condition of a blocked bundle occurs 
when the swellings on the rods are situated at different 
elevations. A typical view of this noncoplanar situation 
is illustrated in Fig. 3. The local swelling of the tube 
changes the flow cross section of the adjacent sub-
channels into the form of converging and diverging 
passages. As stated before, for the concentric block-
ages, the angle of the swollen tube surface is always 
within 3 deg of the bundle axis. The possibility of flow 
separation, therefore, becomes very small,3 especially 
when the swelling on the adjacent rod is not at exactly 
the same elevation in the bundle. 

For bundles D, E, and F, the blockages are distrib-
uted over an axial distance between grid spacers. In the 
blockage region, the flow cross section of the whole 
bundle is reduced, and the bundle-averaged velocity 
would be higher. Since the total surface area on the 
rods is increased, the averaged velocity will increase 
the frictional drag on the fluid and cause more pres-
sure drop in the flow. In addition, if the flow channels 
are severely restricted, flow separation can occur and 
result in additional form drag. 

Calculations of the COBRA-IV-I code have been 
performed for configuration D considering the locally 
increased surface area and reduced flow cross section 
of the subchannels in the blocked zone of the bundle. 
No form loss was calculated for the blockage. The 
Moody friction factor is used for the subchannels. 
Since the blockage is noncoplanar, the flow cross sec-
tions of the subchannels adjacent to a swollen block-
age are not drastically reduced. For the maximum 
strain of 32% on a rod, the equivalent pitch-to-diam-
eter ratio of the adjacent subchannel that has the other 
three nonswollen rods is 1.22. Therefore, it is possible 
that the Moody friction factor can be used for the 
slightly reduced subchannel with reasonable accuracy. 
The calculated loss coefficient of this kind of blockage 
in steam and water is compared with the experimental 
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Fig. 8. Noncoplanar blockage loss coefficient versus Reyn-
olds number. 

data of water in Fig. 8 as the lower curve. Good agree-
ment has been obtained for the flow at various Reyn-
olds numbers. 

Therefore, it can be concluded that the loss coef-
ficient of noncoplanar concentric blockage is mainly 
caused by increasing the skin friction at the blockage 
zone of the bundle, and no additional form loss oc-
curs. 

Noncoplanar Nonconcentric Blockage 

The geometry of the nonconcentric blockage re-
ferred to in this study is shown in Fig. 1. A small 
bump is formed on the top of a concentric swelling. 
The orientation of the bump is indicated in Fig. 2. The 
same type of subchannel analysis for the noncoplanar 
concentric blockages considering only the skin friction 
effect has been performed for the bundles of noncon-
centric blockages. However, the calculated loss coef-
ficients due to the increased skin friction were only 
- 2 5 % of the experimental results. The difference be-
tween the calculated and measured loss coefficients of 
the nonconcentric blockage was attributed to the flow 
separation downstream of the bulge, especially when 
there was cross flow over the bulge. 

The wakes generated at the bulge gradually decay 
along the stream. The distribution of the loss affects 



cross flow downstream of the bulge. No information 
is currently available for this loss distribution in bun-
dles. However, the analogy of momentum and energy 
transport suggests that the existing information of heat 
transfer downstream of an obstruction in bundles can 
be used to estimate the form of loss distribution. It is 
the gradually decaying turbulence that causes the heat 
transfer augmentation at the wall and the pressure loss 
in the channel. The variation of the heat transfer aug-
mentation downstream of grid spacers has been found 
to be in the form of exponential decay.8 It was postu-
lated that the pressure loss due to the bulge is also 
distributed in a similar functional form. An advantage 
of using a distributed pressure loss is that the sub-
channel computation program (e.g., COBRA-IV) will 
experience smooth variations of cross flows among the 
subchannels, which stabilize the computation and en-
hance the convergence of the solution. 

The local loss coefficient of a nonconcentric block-
age in a subchannel can be calculated like a grid spacer 
following Eq. (5). In the evaluation of flow blockage 
ratio e for a subchannel, the total flow cross section is 
calculated at the location of the maximum bulge. The 
flow blockage area is calculated f rom the projection 
of the bulge beyond the concentric portion of the 
blockage. The total loss coefficient is then distributed 
downstream of the bulge. Following the heat transfer 
augmentation results8 the general form was assumed 
to be 

for 0 < — < — 
2 D D 

e x p [ - 0 . 1 3 ( z - * , ) / £ > ] 

for ^ < - < 20 
D D 

( 1 1 ) 

where D is the hydraulic diameter of the bundle. The 
effective range of Z/D is between the maximum of the 
bulge, where z/D is 0, and the downstream location, 
where Z/D equals 20. The Z\ is the axial increment of 
the subchannel computation. The assignment of \ for 
the first axial step behind the bulge is to give a smooth 
variation of the loss coefficient axially and can be con-
sidered as an empirical choice in the present study. 
After normalization, the local loss coefficient becomes 

Kr § 1 = 1 . 4 * 
Zj/D 

gR I 20 "5 
(12) 

where KgR is given in Eq. (4) with the blockage ratio 
e referring to the projected cross-section area of the 
bulge, which induces the flow separation. 

The distribution of the loss coefficient is shown 
schematically in Fig. 9. This distributed loss coefficient 
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9. Axial pressure loss coefficient distribution. 

has been included in the calculation of COBRA-IV-I 
for configurations E and F in steam. Reasonable com-
parison of the calculated and experimental results at 
Reynolds number 14 000 is shown in Table II. There-
fore, Eqs. (11) and (12) are recommended for non-
coplanar nonconcentric blockages in bundles. 

CONCLUSION 

1. Moody's friction factor can be used in the sub-
channel analysis for the calculation of wall shear pres-
sure drop in unblocked bundles over a wide Reynolds 
number range when the pitch-to-diameter ratio is not 
far f rom 1.3 as a first approximation. The larger the 
bundle the better the approximation will be. 

2. The correlation of Rehme for the pressure drop 
over grid spacers has been corrected by an additional 
40% for grids with sharp leading edges. The correla-
tion has also been extended to the low Reynolds num-
ber flow. 

3. For a bundle with coplanar concentric blockage 
over the whole cross section, the equivalent loss coef-
ficient may be similarly evaluated as that of the grids, 
except that the geometry resembles the venturi instead 
of the orifice. Therefore the loss coefficient is lower. 

4. For a bundle with coplanar concentric blockage 
over part of the bundle, some of the flow bypasses the 
blockage zone. The flow and pressure drop can be 
evaluated approximately, considering the whole bun-
dle as two parallel channels, one of them blocked and 
the other unblocked. 

5. For the bundle with noncoplanar concentric 
blockages, the pressure drop in the blockage zone can 
be calculated as the skin friction of an unblocked bun-
dle, but with the surface area increased and flow area 
decreased due to the presence of blockages. 



6. For bundles with noncoplanar nonconcentric 
blockages, the pressure loss coefficients can be con-
sidered as distributed resistance downstream of the 
bulge. The total loss coefficient of the bulge can be 
estimated in a way similar to the evaluation of grid 
loss coefficient. 

7. These friction factor and loss coefficients can be 
used in a subchannel analysis of a blocked bundle. 
Local blockage ratio in each subchannel will be used. 
When the rods swell slowly, the instantaneous block-
age ratio of each subchannel can be used for the quasi-
steady process as a first approximation. 

8. The present study is limited to single-phase hy-
draulics in deformed rod bundles. The research should 
be continued for two-phase nonequilibrium flow in 
bundles, which is also of great importance to reactor 
safety analysis. 

NOMENCLATURE 

A = flow cross section in the bundle 

D = equivalent hydraulic diameter 

/ = friction factor 

g = gravitational acceleration 

k = form loss distribution function 

K = form loss coefficient 

L = axial length in the bundle 

P = pressure of the bundle 

Re = Reynolds number based on the bundle geometry 

V = area-averaged axial velocity of the fluid 

Z = axial location measured from the maximum strain 
on a rod 

Z = axial location, measured from the bundle en-
trance 

Greek 

6 = blockage ratio, defined as the projected cross-
section area of the blockage divided by the orig-
inal unblocked flow area 

p = density of the fluid 

Subscripts 

b = bypass zone of a blocked bundle 

B = blocked zone 

Bp - overall bypassed blockage 

g - grid spacer 

gR = grid spacer correlation based on Rehme's cor-
relation defined in Eq. (1) 

0 = original unblocked bundle 

1 = axial location 1 

2 = axial location 2 

/ = incremental axial location i 
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Numerical predictions of the three-dimensional 
temperature and velocity profiles of an experimental 
stratified horizontal pipe flow are performed. The ex-
periment is one of a series of flow tests conducted at 
Argonne National Laboratory. A new accurate and 
stable skew-upwind differencing scheme is employed 
in the finite difference solution of the energy equation. 
The skew-upwind predictions are in excellent agree-
ment with the experimental data as steady-state con-
ditions are approached at the upstream test subsection. 
Comparisons between the conventional upwind and 
the skew-upwind schemes showed that the skew-
upwind formulation provided a significant increase in 
the accuracy of temperature predictions. 

INTRODUCTION 

In many cases, the numerical procedures for two-
and three-dimensional thermal and fluid mixing cal-
culations often result in poor agreement with the 
experimental data.1 ,2 In particular, the temperature 
predictions in stratified fluids are found to have large 
discrepancies with the experimental findings. These 
errors are due in large part to the common use of a 
one-sided upstream discretization, which may intro-
duce nonphysical diffusion or numerical diffusion.3 

Studies have shown that the artificial diffusion er-

ror has a deteriorating effect on the solution accuracy. 
Excessive numerical diffusion may obscure important 
physical processes. The artificial diffusion is most sig-
nificant when the flow is skewed relative to the com-
putational grid lines, and the absolute value of the 
mesh Peclet number, which is defined by 

(where V is the vector velocity, A is the mesh size in 
the direction of the velocity vector, and T is the effec-
tive diffusivity coefficient) exceeds the value of 2 (see 
Nomenclature on p. 461). This is certainly the case in 
most practical problems. One cure for this problem is 
to refine the grid until the finite difference discretiza-
tion can be treated with a second-order accurate cen-
tral difference approximation. This can be obviously 
prohibitively expensive if not precluded by computer 
time and storage limitations. The other alternative 
approach is to use a more accurate scheme than the 
conventional upwind approximation. The candidate 
formulation is the skew- or super-upwind differencing 
scheme. 

The skew-upwind differencing scheme was origi-
nally developed by Raithby4 and Lillington5 sep-
arately. The scheme suffers from overshoot and 
undershoot instability difficulties in its original formu-
lations. However, a new modified and more stable 
three-dimensional mass-weighted scheme has been 
developed and can be obtained from Refs. 6 and 7. 

The purpose of this paper is twofold. First, a com-
parison is presented of predicted and measured results 



for an experimental thermally stratified flow in a 
horizontal pipe with a 90-deg elbow. The experiment 
is one of a series of stratified flow tests conducted at 
Argonne National Laboratory8 , 9 (ANL). Second, a 
comparison is made between the temperature predic-
tions using the conventional upwind and the skew-
upwind schemes with the experimental data when a 
linear-downramp thermal transient (sudden reduction 
in inlet temperature) is superimposed on the constant 
inlet flow. 

In numerical fluid dynamics, the finite difference 
discretization is often derived by utilizing the con-
trol-volume approach. This can be accomplished by 
integrating the transport equation over the control vol-
ume. The common practice to approximate the con-
vection terms at the cell surface is to use the upwind 
differencing scheme. As illustrated in Fig. 1, the value 
of the variable <j> in the conventional upwind approx-
imation at the west face is the upstream node value. 
This approximation can be represented by 

GOVERNING EQUATION AND NUMERICAL SCHEME </>* = M W w . O ] ] + < M [ - W w , 0 ] ] } , (2) 

The transport equation for the convection-
diffusion phenomena of a dependent variable 0 in a 
three-dimensional Cartesian coordinate system can be 
cast in the following form1 0 : 

d d d d 
-r (P0) + (pu<t>) + — (pv<t>) + — (pw<j)) 
ot dx dy dz 

\r—) + —lr — 
3x\ dx) dy 

where 

T = diffusion coefficient 

t = time 

p = fluid density 

u,v,w = velocity components in the x, y, and z 
directions, respectively. 

The general variable <j> can stand for a variety of 
different quantities, such as the mass fraction of a 
chemical species, the enthalpy or the temperature, a 
velocity component, or turbulent parameter as shown 
in Table I. 

TABLE I 
Types of Dependent Variable 0 

Governing Equation <t> r s 

x momentum u /V/ 
dP 

~Yx+(,g 

y momentum V P-eiJ 
dp 

dy 

z momentum w P-eff 
dP 
dz 

Energy h r* 0 

Cont inui ty 1 0 0 

in which the symbol [[ ]] stands for the largest of the 
quantities contained within it. The skew-upwind 
scheme is aimed at reducing the error due to the 
streamline-to-grid skewness. In contrast to the pure-
upwind scheme, the value of the dependent variable at 
the control volume surface is estimated by performing 
upwind differencing on the true streamline. Attention 
will be confined, for the purpose of describing the 
scheme, to the two-dimensional procedures. The 
surface-dependent value at the point w on the west 
face can be represented by the following compact 
equations: 

<*>» = [<t>iv[[uw,0]] + < M [ - « W , 0 ] ] ] 
I "wl 

+ 7~~7 [ 0 S ^ [ [ « w , O ] ] +< /> S [ [ -« ,v ,0 ] ] ] , "J 
if 0 (3) 
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Fig. 1. Main volume arrangement. 



and 

<t>w = [4>wl[uw,0]] + <M[-w„,0]] ] 

K l 

+ Pl
][<I>nw[\uw,0]]+4>N[[-Uw,0)}} , 

if V<0 , (4) 
where a w and @w are functions of the angle between 
the streamline and the grid line, and a w + 0H, = 1. In 
two-dimensional situations, the scheme needs nine 
adjacent nodal points for the formulation as shown in 
Fig. 1. The formulation in three-dimensional situations 
is algebraically cumbersome since 27 adjacent nodal 
points are needed for the interpolation. In addition, 
two other weighting interpolation functions are in-
troduced, e.g., yw and 5„. for the west face. Further-
more, the identity a w + 0W + yw 4- 5„, = 1 holds. 

Note that the skew-upwind scheme is only in-
corporated in the solution of the energy equation of 
the COMMIX-1A computer code" in the following 
analysis. The COMMIX-1A is a three-dimensional 
computer code developed by ANL. Numerical experi-
mentation has shown that the numerical diffusion 
error is most significant in the energy equation in 
certain applications such as the mixing of hot and cold 
water in the cold leg and downcomer of a pressurized 
water reactor.12 

THE MODEL AND TEST SIMULATION 

A detailed description of the test can be obtained 
from Refs. 8 and 9. The horizontal stratified flow test 
section consists of two straight subsections with i.d. 
D = 152.4 mm (6 in.), connected by a 90-deg elbow 
with an i.d.-to-turning ratio of 0.5. The fluid enters 

the first horizontal section of length Lx = 1A1 m, and 
turns through the 90-deg elbow to the other horizon-
tal straight section of length L2 = 2.31 m. The test 
section instrumentation consists of thermocouples to 
measure the temperature at various stations and dye-
injection ports for flow visualization. 

The COMMIX-1A computational model of the 
test section is depicted in Fig. 2. The model uses 1357 
computational cells in three-dimensional Cartesian 
geometry over a nonuniformly distributed grid system, 
which corresponds to / = 1 to 7, J = 1 to 17, and 
K= 1 to 25. The subsections Lx, L2, and the elbow 
are simulated using 717, 295, and 345 computational 
cells, respectively. The pipe circumference is modeled 
using irregular surface elements that combine to 
approximate the circular pipe cross section with a 
polygonal shape as shown in Fig. 3. The following 
assumptions are employed in this simulation: 

1. The pipe wall is adiabatic. 

2. The effective turbulent viscosity is taken as a 
constant value. 

3. The fluid temperature is uniform over the inlet 
cross section. 

4. The inlet velocity is uniform over the inlet cross 
section and throughout the whole transient. 

5. The fluid exit boundary condition at subsection 
L2 is treated as a continuative mass outflow 
boundary condi t ion ." 

RESULTS AND DISCUSSIONS 

A selection of results for the simulation is pre-
sented in this section. 

t 
1 1 Q * | K - 1 

T(t)-»- — 

L, 

= 4 

10 

Fig. 2. The COMMIX-1A input model of stratified flow test facility. 



Fig. 3. Cross section of COMMIX-1A model. 

Velocity Field Predictions 

Prior to imposing an approximately linear thermal 
downramp on the constant flow at the test section 
inlet, the isothermal steady-state conditions are com-
puted. Figures 4, 5, and 6 present the steady-state 
isothermal velocity profile at planes / = 4, 3, and 2, re-
spectively. It is noteworthy that the flow field in the 
curved pipe differs greatly f rom that in the straight 
pipe. In a curved pipe, the centrifugal force of the 
fluid produces a cross-sectional pressure gradient. The 
faster moving fluid in the middle of the pipe at the 
core is shifted outward . The velocity distribution has 

a relatively gentle gradient as shown in Fig. 4, while in 
the thin "boundary layer" adjacent to the wall, the 
velocity distribution has a steep gradient. This be-
havior, predicted by COMMIX-1A, is typical of 
curved pipe velocity fields as observed by various 
investigators.1 3 , 1 4 

Cross flow distributions for K partitions 10 and 12 
upstream of the elbow are illustrated in Figs. 7 and 8, 
respectively. The secondary flow profiles downstream 
of the elbow are shown for J - 14 and 15 in Figs. 9 
and 10, respectively. This secondary flow consists of 
a pair of distinguishable, classical counter-rotating 
helical vortices. The secondary flow pattern arises be-
cause of the centrifugal-induced gradient, drives the 
slower moving fluid near the wall inward, while the 
faster moving fluid in the core is swept outward. As 
shown in Fig. 8, the secondary flow begins to develop 
at partition K = 12 upstream of the elbow. This be-
havior is not unexpected since there is evidence that 
the influence of pipe curvature can propagate as many 
as 30 pipe diameters upstream of the onset of 
curvature.1 5 

The effect of curvature is controlled by a charac-
teristic Dean number , K, which is defined by1 6 

,5, 
where 

a = pipe cross-sectional radius 

R = radius of the curvature of the elbow 

Re = Reynolds number . 

The Dean number is the ratio of the square root of the 
product of the inertia and centrifugal forces to the 
viscous force. Since the secondary flow is induced by 
centrifugal forces and their interaction with viscous 
forces, K, is a good measure of the magnitude of the 

t > 3 » 

I = 4 

• 0.5 m/s 

J 

Fig. 4. Steady-state velocity profile at plane / = 4. 
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Fig. 5. Steady-state velocity profile at plane 7 = 3 . 

I = 2 

•0.5 m/s 

1 

Fig. 6. Steady-state velocity profile at plane 7 = 2. 

K = 10 

Fig. 7. Cross flow predictions at K = 10. 

0.003 m/s 
0.003 m/s 

K = 12 

Fig. 8. Cross flow predictions at K = 12. 
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J= 14 

Fig. 9. Cross flow predictions at 7 = 14. 
Fig. 10. Cross flow prediction at 7 = 15. 

secondary flow. The Dean number for the subject 
experimental run was 12065. The COMMIX-1A pre-
dictions of the outward shift of the location of maxi-
mum axial fluid velocity and the secondary flow 
structure in the elbow are qualitatively consistent with 
the findings of other investigators.13"15 

Figure 11 shows the velocity profiles at plane 7 = 5 
for various transient times af ter the linear thermal 
downramp is superimposed on the constant pipe inlet 
flow. The cooler fluid entering the test section sinks 
toward the bot tom of the pipe. This is due to the 
action of the gravity or the thermal buoyancy forces. 
As a result, the location of maximum velocity at the 
center of the pipe during the isothermal steady-state 

conditions shifts downward . Thus, the cooler in-
coming fluid accelerates along the bottom of the pipe, 
while the warmer fluid at the top is slowed. As the 
transient proceeds, the warm fluid at the top of the 
pipe stagnates and at 38.2 s undergoes a temporary 
flow reversal. The stagnation and flow reversal are 
also observed during the experimental course. 

Temperature Predictions 

Comparisons between the temperature predictions 
using the upwind and the skew-upwind finite differ-
ence schemes in the COMMIX-1A energy equation 

> > > > 3> > 
Steady State 

" V V V - V ¥ I V 
t - 19.3 s 

v i ^ v * * > 
t = 38.2 s 

fa. ^ ^ S T 
t = 50.8 s 

J - 5 •0.5 m/s 

Fig. 11. Transient velocity profiles at plane 7 = 5 . 
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and experimental data for station A are presented in 
Fig. 12. Good agreement is obtained with the experi-
mental findings when the skew-upwind scheme is used. 
Moreover, it is found that the discrepancy between the 
conventional upwind and the skew-upwind solutions 
progressively increases as the transient time proceeds. 
It should be mentioned that the skew-upwind predic-
tions are in excellent agreement with the experimental 
data when the steady conditions are approached. 

Figure 13 depicts the comparison between the 
experimental data for station B, the conventional 
upwind and the skew-upwind finite difference solu-
tions in the COMMIX-1A energy equation. Here 
again, better agreement with the data is obtained when 
the skew-upwind approximation is adopted. Note that 
neither the conventional upwind nor the skew-upwind 
scheme can predict the exact shape of the cold front 
at a transient time of - 1 0 s. This discrepancy may be 
due to two reasons: first, the large aspect ratio of the 
computational grid with a value of 68. Consequently, 
the use of a coarse streamwise grid resulted in a failure 
to adequately resolve the front of cold fluid passing 
the measurement point. This shortcoming can be 
alleviated by using a finer mesh displacement in the z 
direction. This solution may not be practical due to the 
increased computer storage requirements and run time. 
Second, since station B is downstream of station A, 
the temporal term error is compounded and the pre-
diction of fluid temperature as the cold front passes is 
less accurate at station B than it was at station A. 
Once the cold front has passed and the temporal term 
in the energy equation has decayed, the results ob-
tained using the skew-upwind scheme are in excellent 
agreement with the experimental data. 

CONCLUSIONS 

The isothermal steady-state velocity numerical 
predictions of the horizontal pipe flow with a 90-deg 
elbow are in qualitative agreement with the available 
experimental and numerical solutions. The secondary 
flow consists of a pair of counter-rotating helical 
vortices superimposed on the axial velocity down-
stream the elbow. The secondary flow pattern arises 
because of the centrifugal-induced gradient, and drives 
the slower moving fluid near the wall inward. The 
faster moving fluid in the core is swept outward. The 
transient velocity predictions show that the cooler fluid 
enters the test section and immediately sinks toward 
the bottom of the pipe. This is due to the action of 
gravity forces. As the transient proceeds, a reversal 
flow in the pipe is computed. 

Comparison of the temperature predictions using 
the skew-upwind finite difference scheme in the energy 
equation is in excellent agreement with the experi-
mental data when the steady-state conditions are 
approached. The pure-upwind scheme shows the effect 
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Fig. 12. Comparison between experimental data and predic-
tions of the temperature at station A using the up-
wind and skew-upwind schemes. 
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Fig. 13. Comparison between experimental data and predic-
tions of the temperature at station B using the up-
wind and skew-upwind schemes. 

of numerical diffusion. Note that neither the conven-
tional upwind nor the skew-upwind scheme accurately 
captures the cold front at the early stage of the tran-
sient. This is due to the large streamwise diffusion 
introduced by the coarse-mesh spacing in the stream-
wise direction. More studies are needed to reduce this 
type of truncation errors. 



NOMENCLATURE 

a = pipe cross-sectional radius 

D = pipe i.d. 

g = gravitational acceleration 

h = enthalpy 

K = Dean number 

p = pressure 

P = main control volume 

Pe = Peclet number 

R = radius of the elbow curvature 

Re = Reynolds number 

S = source term, Eq. (1) 

t = time 

u,v,w = velocity components in the x, y, and z 
directions, respectively 

V = total velocity vector 

x,y,z = Cartesian coordinate system 

«, i8,7,6 = weighting interpolation functions 

T = diffusion coefficient 

p = fluid density 

<A = dependent variable, Eq. (1) 

A = mesh size 

He// = effective viscosity, Table I 

Subscripts 

P - main control volume 

w = west fact 

W,.. .NW,... 
= denote neighbor nodes surrounding the 

main control volume P, Fig. 1 
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A comparison of local linear power densities measured 
with a gamma thermometer string (GTS) and with a fission 
chamber shows important discrepancies at the extremities of 
the assembly. The cause was revealed by a simulation of axial 
power distribution. These discrepancies appear to arise from 
inaccurate knowledge of the axial position of the GTS in the 
assembly. 

Using the method of fictitious displacement of a GTS, it 
was possible to reduce these discrepancies to <3.7%. One 
method of reducing this disadvantage could be to include the 
GTS in the fuel assemblies in the factory. By this way, it 
would be possible to eliminate passages for the string through 
the bottom of the core vessel. 

INTRODUCTION 

Up to now, the nuclear state of a pressurized water reac-
tor has been followed by two types of instrumentation1: 

1. movable internal instrumentation (fission chambers) 

2. fixed external instrumentation (boron-deposit ioniza-
tion chambers). 

We have been working on a new type of detector, 
"gamma thermometer string" (GTS), which includes nine 
gamma thermometers on the length of the fuel assembly. The 
GTS is a fixed internal measurement instrument.2,3 To 
assess its reliability, it is necessary to compare the values 
measured with it to those obtained from current measuring 
instruments. 

Boron-deposit ionization chambers permit continuous 
followup of the axial offset of the overall power in the core, 
while fission chambers give a precise picture of the local 
linear power density (of one assembly) in the core. Since a 
GTS measures local linear power density, the comparison can 
only be between the values measured by a GTS and a mov-
able fission chamber in an assembly. At present, three reac-

tors (BUGEY 5, TRICASTIN 2, and TRICASTIN 3) are 
equipped with these two types of detectors. 

EXPERIMENTAL COMPARISON 

The g values given by a GTS are converted in units of 
linear power density (in watts per centimetre) by the SERIN 
calculation code.3 Thevalues measured by a fission chamber 
are converted into the same power units by the CAMARET 
calculation code.b 

The GTS axial position (and, consequently, the location 
of the nine gamma thermometers) is evaluated in terms of ex-
pansion parameters in the core; the fission chamber can be 
located exactly when it is passing in front of the assembly 
grids. 

Thus, the nine measurements given by the nine gamma 
thermometers at estimated axial positions, correspond to nine 
measurements made by a fission chamber for the same ax-
ial positions. Tables I, II, and III and Fig. 1 summarize the 
results of our comparisons for three GTSs placed in three dif-
ferent assemblies of the three reactors mentioned above. 

The discrepancies e are calculated in percent as follows: 

e(%) = x 100 , 
*c 

where 
P, = average local linear power density measured with a 

gamma thermometer'' 
Pc = average local linear power density measured with 

the fission chamber. 

Conclusion 
On the one hand, one observes that for these three cases 

the GTS, in the axial positions indicated, underestimates the 
average linear power density at the bottom of the core and 
overestimates it at the top. On the other hand, it is known 

aA calculation code developed by the Electricite de France (EDF) 
Studies and Research Division. 

bA code developed by the EDF Equipment Division. 



TABLE I 

Measurements of Local Linear Power Density 
in the D5 Assembly of BUGEY Unit 5 

TABLE III 

Measurements of Local Linear Power Density in 
the D7 Assembly of TRICASTIN Unit 3 

Values Values 
Measured Measured 

Calculated by the by the 
Axial Gamma Fission Discrepancy, 

Positions Thermometers, Chamber, £ 

(m) P, (W/m) Pc (W/m) (%) 

0.456 1.525 1.571 + 3.0 
0.840 1.937 1.970 + 1.7 
1.230 2.044 2.003 - 2 . 0 
1.616 2.104 2.100 - 0 . 2 
2.001 2.118 2.044 - 3 . 5 

2.388 1.926 1.912 - 0 . 7 
2.775 1.996 1.930 - 3 . 4 
3.162 1.674 1.652 - 1 . 3 
3.550 1.079 1.050 - 2 . 8 

Values Values 
Measured Measured 

Calculated by the by the 
Axial Gamma Fission Discrepancy, 

Positions Thermometers, Chamber, ( 

(m) P, (W/m) P, (W/m) Co) 

0.402 0.648 0.733 + 11.6 
0.789 1.033 1.075 + 3.9 
1.184 1.288 1.293 + 0.4 
1.573 1.417 1.430 + 0.9 
1.970 1.462 1.410 3.7 

2.362 1.310 1.247 5 . 1 
2.753 1.204 1.174 -2.6 
3.151 0.940 0.920 --2.2 
3.544 0.589 0.498 18.3 

TABLE II 

Measurements of Local Linear Power Density in 
the G14 Assembly of TRICASTIN Unit 2 

Values Values 
Measured Measured 

Calculated by the by the 
Axial Gamma Fission Discrepancy, 

Positions Thermometers, Chamber, e 
(m) P, (W/m) P, (W/m) (%) 

0.411 1.581 1.650 + 4.2 
0.805 2.007 1.951 2.9 
1.200 2.101 2.070 - 1.5 
1.590 2.080 2.070 - 0.5 
1.979 2.035 1.989 2.3 

2.375 1.815 1.871 + 3.0 
2.763 1.917 1.850 3.6 
3.161 1.751 1.741 0.6 
3.548 1.242 1.150 -8 .0 
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that (here arc fairly important power gradients at the ex-
tremities of fuel assemblies, while in the middle (fourth and 
fifth positions of the gamma thermometers) the power varia-
tion is small. 

Thus, if the estimate of the axial position of a GTS is 1% 
away from its true position, the comparison (and conse-
quently the reliability of gamma thermometers) is likely to be 
distorted, and there will be discrepancies of varying amounts, 
depending on the pattern of the axial distribution of power, 
between the values measured by the two instruments at the 
extremities of the assembly. 

The axial position is presently calculated in terms of the 
expansion parameters of the GTS. An error of a few cen-
timetres in 3.7 m (the active length of the core) is possible. 
A simulation of axial distribution of power is thus nccessary 
to ascertain the effect of the discrepancies caused by errors 
in the axial position of a GTS on the measurements. 

0.51 — . — _ . . . _ . . 
0 0.411 0.805 1.200 1.590 1.979 2 375 2.763 3 161 3.548 

Position (m) 

1.5- (c) 

j Bottom of the Core 0! . . • — -
0 0.402 0.789 1.184 1.573 1.970 2.362 2.753 3 151 3.544 
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H i : . I . A x i a l d i s t r i b u t i o n o f p o w e r in (a ) t h e l )5 a s s e m b l y of 
B U G F . Y 5, (b ) t h e G l 4 a s s e m b l y o f T R I C A S T I N 2 . " a n d 
(c) I h e D 7 a s s e m b l y o f T R I C A S T I N 3. m e a s u r e d by CITS 
a n d f i s s ion c h a m b e r . 



SIMULATION OF AXIAL POWER DISTRIBUTION 

The conditions for this simulation are as follows: 
1. The axial distribution is assumed to be perfectly 

sinusoidal. 
2. The initial axial position of a GTS is assumed to be 

known (reference state). 
Displacement of the string (and consequently of the nine 

gamma thermometers) upward or downward in the assembly 
simulates various possible cases of error in estimating the ax-
ial position. Table IV and Fig. 2 summarize the calculations 
for the different displacements made. They give the dis-
crepancies for each gamma thermometer between the 
measurements without displacement and with displacements 
of the GTS. 

We find that an error of ±1.25% in the axial position in-
troduces a comparison error of ±10.5% in the measurements 
for the top of the core and of ±12% in those for the bottom 
of the core. The absolute values of the comparison discrep-
ancy fall off toward the middle of the assembly. 

Experimentally, we found the same orders of magnitude 
for the discrepancies between the g values measured by a 
GTS and those measured by a fission chamber (considered 
as the reference values). 

From this it can be concluded that an error in estimating 
the axial position of a GTS even as small as 1 cm (0.25%) 
can introduce a comparison error of -2 .4% in the values 
given by the gamma thermometers at the extremities. This is 
why it is so important to know the axial position of a GTS 
to within a few millimetres. 

METHOD USED FOR DETERMINING 
THE AXIAL POSITION OF A GTS 

Our aim is to determine the real axial position of the 
GTS in the assembly. For this, we make nine measurements 
with the gamma thermometers and then we send the fission 
chamber to nine positions, supposedly those of the gamma 
thermometers, and make nine measurements. This gives us 

Discrepancy (%) 

Fig. 2. Discrepancies for each gamma thermometer for different 
displacements. 

TABLE IV 
Discrepancies Calculated for Different Displacement 

Discrepancy Discrepancy Discrepancy Discrepancy 
Displacement First Second Third Fourth 

Fictitious Error Over Gamma Gamma Gamma Gamma 
Displacement 4 m Thermometer Thermometer Thermometer Thermometer 

(m) (%) (%) (%) (%) (%) 

-0.01 -0.25 + 2.4 + 1.1 + 0.6 + 0.3 
-0.03 -0.75 + 7.2 + 3.3 + 1.8 + 0.9 
-0 .05 -1.25 + 12.1 + 5.6 + 3.0 + 1.4 

0 0 0 0 0 0 
+ 0.01 + 0.25 - 2 . 4 -1 .1 0.6 - 0 . 3 
+ 0.03 + 0.75 -7 .2 -3 .3 -1 .7 -0 .8 
+ 0.05 + 1.25 -12.0 - 5 . 4 - 2 . 9 -1 .3 

Fictitious 
Displacement 

(m) 

Displacement 
Error Over 

4 m (%) 

Discrepancv 
Fifth 

Gamma 
Thermometer 

(%) 

Discrepancy 
Sixth 

Gamma 
Thermometer 

(%) 

Discrepancy 
Seventh 
Gamma 

Thermometer 
(%) 

Discrepancy 
Eighth 

Gamma 
Thermometer (%) 

Discrepancy 
Ninth 

Gamma 
Thermometer (%) 

-0.01 -0.25 +0.02 -0 .2 -0 .5 - 1 . 0 -2 .1 
-0 .03 -0.75 + 0.08 -0 .7 - 1 . 6 - 3 . 0 -6 .3 
-0 .05 -1.25 +0.20 -1 .1 - 2 . 6 - 4 . 9 -10.4 

0 0 0 0 0 0 0 
+0.01 +0.25 -0.02 + 0.2 + 0.5 + 1.0 + 2.1 
+0.03 + 0.75 -0.03 +0.7 + 1.6 + 3.0 + 6.3 
+ 0.05 + 1.25 -0 .02 + 1.2 + 2.7 + 5.1 + 10.6 



discrepancies that are positive or negative following the con-
sidered gamma thermometer but discrepancies that are cor-
related in the aggregate. As seen in the previous section, this 
may be interpreted by an error in the positions of the gamma 
thermometers. 

Considering the results of this first set of measurements, 
we calculate a supposed error of position of the GTS (plus 
or minus a few centimetres) and for a second time send the 
movable fission chamber to nine new positions. For exam-
ple, the calculations show that each gamma thermometer 
is - 2 0 mm lower than theoretical, so we send the movable 
fission chamber to nine positions displaced of - 2 0 mm in 
relation to the nine initial positions. 

This new measurement gives us nine new discrepancies 
lower than the first. This process may be repeated until each 
discrepancy is lower than a few percent. This method has 
been applied to the three strings mentioned above. Figure 3 
and Tables V, VI, and VII show the errors made for the axial 
positions of these strings. 

Through this method, it is possible to reduce the 
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Fig. 3. Axial power distribution for (a) assembly D5 of BUGEY 
5 with a fictitious displacement of 0.02 m (-0.5%), (b) 
assembly G14 of TRICASTIN 2 with a fictitious displace-
ment of 0.04 m (— 1.0%), and (c) assembly D7 TRICAS-
TIN 3 with a fictitious displacement of 0.06 m (-1.5%). 

discrepancies between all the respective values measured with 
the two instruments to <3.7%. The accuracy with which the 
new position is determined is ±2 mm, because the variation 
of the discrepancy is a trivial <2 mm of displacement. 

Conclusion 
This method can only be used when a reactor is in-

strumented with both types of detectors. Thus, for a reactor 
fitted with gamma strings only, it is not usable. It is therefore 
necessary to find a suitable solution for such cases. 

SOLUTIONS FOR DETERMINING THE AXIAL POSITION OF A GTS 

Because of the importance of the influence of the axial 
position of the gamma thermometer, it is necessary to find 
a method to accurately determine this position. Two types of 
solution can be envisaged: 

1. a posteriori repositioning by nuclear measurements 

a. close to the grids4 

b. by moving the control rods. 

• Since the influence of the grids is small, the posi-
tioning accuracy will be low. This solution is 
therefore not suitable. 

• The solution using movement of the control rods 
is perfectly suitable when the GTS is associated 
with a rodded fuel assembly. Unfortunately this 
is not the case with all gamma strings. 

2. a priori repositioning by factory inclusion of a GTS in 
a fuel assembly. 

Setting to factory a GTS would appear to be a solution 
that should give very accurate information on the position of 
the various gamma thermometers in relation to the fuel. This 

TABLE V 

Measurements of Local Linear Power Density of the D5 
Assembly at BUGEY 5 with a Fictitious Displacement 

of the GTS of 0.02 m ( -0 .5%) 

Values Values 
Measured Measured 

Axial with the with the 
Positions Gamma Fission Discrepancy, 
Displaced Thermometers, Chamber, e 

(m) P, (W/m) Pc (W/m) (%) 

0.436 1.525 1.530 +0.3 
0.820 1.930" 1.938 + 0.4 
1.210 2.044 2.034 -0 .5 
1.596 2.104 2.110 + 0.3 
1.981 2.118 2.044 -3 .5 

2.368 1.916a 1.902 -0 .7 
2.755 2.0002 1.992 - 0 . 4 
3.142 1.674 1.665 - 0 . 5 
3.530 1.079 1.090 + 1.0 

1 Variation due to the nearness or remoteness of a grid from 
the horizontal plane of a gamma thermometer (Ref. 4). 
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TABLE VI 

Measurements of Local Linear Power Density of the 
G14 Assembly at TRICASTIN 2 with a Fictitious 

Displacement of the GTS of 0.04 m ( -1 .0%) 

Values Values 
Measured Measured 

Axial with the with the 
Positions Gamma Fission Discrepancy, 
Displaced Thermometers, Chamber, e 

(m) P, (W/m) Pc (W/m) (%) 

0.371 1.581 1.574 - 0 . 4 
0.765 1.930 1.920 -0 .5 
1.160 2.105 2.101 - 0 . 2 
1.550 2.081 2.085 +0.2 
1.939 2.0303 1.995 - 1 . 8 

2.335 1.761a 1.771 + 0.6 
2.723 1.898a 1.892 - 0 . 3 
3.121 1.751 1.760 +0.5 
3.508 1.242 1.240 - 0 . 2 

a Variation due to the nearness or remoteness of a grid from 
the horizontal plane of a gamma thermometer (Ref. 4). 

solution, which requires developments in connection tech-
nology, would also make it possible to eliminate passages 
through the bottom of the core vessel. 

CONCLUSION 

The difficulty found, at present, in determining the ax-
ial position of a GTS in an assembly may explain some 
discrepancies noted when comparing values measured by 
gamma thermometers with those measured by fission 
chambers. An error of 1% in the position can lead to com-
parison discrepancies from 3 to 18%, depending on the pat-
tern of axial distribution. 

Under these conditions, a fictitious displacement of the 
axial position of the GTS has made it possible to reduce 
to <3.7% the difference between the measurements made 
with the two instruments. 

In cases where a core is instrumented with gamma strings 
only, it is not possible to reposition the strings using the fis-
sion chambers; to get over this problem it would be possible 

TABLE VII 

Measurements of Local Linear Power Density of the 
D7 Assembly at TRICASTIN 3 with a Fictitious 

Displacement of the GTS of 0.06 m ( - 1 . 5 % ) 

Values Values 
Measured Measured 

Axial with the with the 
Positions Gamma Fission Discrepancy, 
Displaced Thermometers, Chamber, e 

(m) P, (W/m) Pc (W/m) (%) 

0.342 0.648 0.645 -0 .5 
0.729 1.025a 1.021 - 0 . 4 
1.124 1.306 1.300 - 0 . 5 
1.513 1.417 1.421 + 0.3 
1.910 1,450a 1.424 -1 .8 

2.302 1.300a 1.291 -0 .7 
2.693 1.235a 1.240 +0.4 
3.091 0.940 0.950 + 1.0 
3.484 0.589 0.591 +0.3 

a Variation due to the nearness or remoteness of a grid from 
the horizontal plane of a gamma thermometer (Ref. 4). 

to include the GTS in the fuel assembly during manufacture, 
which would also offer the advantage of eliminating the 
passages through the bottom of the core vessel. 
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It has been suggested that the applications of radiation 
and radioisotopes might someday be more important eco-
nomically than nuclear power. This book tends to support 
that thesis, at least in the case of neutron radiography, which 
appears to be well and prospering. It is being applied in many 
interesting and beneficial ways, ranging from the study of 
seed germination and root growth in the soil to the observa-
tion of a running gas turbine engine at Rolls-Royce, with a 
great deal of bread-and-butter work in nuclear fuel inspec-
tion. Although the principle has been known for several 
decades, the application has grown rapidly in only the last 
few years. 

A good conference proceedings starts with an elementary 
review of the subject, including historical background. This 
allows the reader to determine the degree of his interest in the 
topic, to gain a smattering of knowledge, or to learn enough 
to be able to read the papers profitably. This book admirably 
meets those criteria by providing several introductory papers 
by authorities in the field, including the two editors of the 
volume. 

We learn from the book that neutron radiography is 
related to ordinary photon radiography as neutron diffrac-
tion is to x-ray diffraction. It is the wave property of particles 
that is exploited to reveal new and different aspects of the in-
terior of the medium through which the neutrons pass. The 
scattering of neutrons in hydrogenous materials or absorp-
tion in certain isotopes gives a different view than the interac-
tion of photons with heavy elements. As discussed in the 
book, the principal neutron sources are nuclear reactors, ac-
celerators of deuterons, and radioisotopes, such as 124Sb, 
241Am, 242Cm, and especially 252Cf. Neutrons of several 
energies may be used—"cold," thermal, epithermal or reso-
nance, and fast—each having special virtues in applications. 

The image detectors incorporate strong neutron absorbers, 
such as (a) boron, which yields alpha particles that activate 
phosphors, or (b) gadolinium, which releases gamma rays 
that produce electrons by internal conversion. An alternative 
is the track-etch method, using alpha particles or fission 
fragments to cause damage in nitrocellulose films. This tech-
nique has the advantage of being insensitive to gamma rays 
(as from irradiated nuclear fuel) and ordinary light. 

The proceedings consist of a total of 140 papers from 80 
centers in 20 countries. The papers are generally brief and are 
grouped into 13 parts. Among these are: experiences at lab-
oratories around the world; fuel inspection studies, biological 
applications; and real-time studies. A workshop was held at 
the end of the conference, with sessions discussing standards 
for the general industry and the nuclear industry. 

Neutron radiography is routinely applied to the inspec-
tion of both new fuel and spent fuel. It can detect defects in 
fresh fuel, such as variations in size or enrichment, and can 
provide details in irradiated fuel on internal cracking or melt-
ing and on hydriding or failure of cladding. It is widely used 
in industry in conjunction with ordinary x rays to provide 
complementary views of an opaque object. Displayed in the 
proceedings are a number of contrasting photographs made 
by the two methods. One dramatic example is an explosive 
bolt used in the Apollo space program. The bolt contains 
plastic, glass, metal, and explosive compounds, each of 
which reacts differently to x rays and neutrons. Neutrons are 
also beginning to be used for computerized axial tomography 
("CAT scans") for inanimate objects, such as nuclear fuel. 
It appears that the fast neutron dose is too high for the 
radiography of living human beings. 

The proceedings appear to be a valuable contribution to 
the literature in several ways—(a) as a record of a historical 
event, the first international conference on the subject, (b) 
as a compendium of information on uses, techniques, and 
problems, (c) as a source of useful theoretical methods, both 
analytic and Monte Carlo, and (d) as a bibliographic source, 
with special value in providing names of organizations and 
people throughout the world that are working in the field. 

Many different type styles and formats are represented 
in the book, since it was prepared by photographing the 
authors' contributed papers. Although not as attractive as 
some proceedings, these contain the important information, 
and thus the heterogeneity is acceptable. However, use of the 
book would have been enhanced by including a subject in-
dex, admittedly an additional onerous chore for the editors. 

Some of the interesting applications one finds by scan-
ning the volume are: 



1. study of hydrogen absorption by palladium 

2. determination of aluminum corrosion in aircraft struc-
tures 

3. nondestructive testing of complex laminated com-
posites for flaws in the adhesives being used 

4. control of the assembly of test reactor components 
5. preparation of the burnup profiles of reactor control 

rods and blades 
6. study of two-phase flow 
7. investigation of bone tissue in animals. 

The scope and variety of the applications reported in 
the proceedings suggest that there are many other applica-
tions waiting to be made by imaginative and enterprising 
researchers. In contrast with the situation in basic neutron 
and nuclear physics, which requires a high-flux reactor, it ap-
pears that an intermediate power research/training reactor in 
the 5- to 250-kW range is adequate to do many valuable 
studies in neutron radiography. 

The cost of the book is prohibitive for many individual 
readers, and even a university departmental library would 
think twice before buying it. Science historians tell us that 
Gutenberg invented the printing press to eliminate the high 
cost of books that were copied by hand, sometimes as much 
as a half-year's income to a professional to acquire a large 
reference book. The modern era needs a similar break-
through. Perhaps the computer will soon serve that function 
by providing convenient and inexpensive access to needed 
information. 
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This book is a collection of papers presented at the 
International Topical Meeting at Grenoble, France, September 
28-30, 1982, with the main theme of in-pile testing. These 
conference proceedings concentrated on thermal reactor 
experiments, while the earlier American Nuclear Society 
conference held in Salt Lake City, Utah, in April 1982, 
emphasized fast and fusion reactor experiments. The papers 
contained information on various aspects of nuclear reactor 
instrumentation, facilities available throughout the world for 
radiation experiments, as well as some typical in-pile test re-
sults on fuel, structural, and other materials. Since the main 
thrust of the proceedings is on irradiation testing—facilities, 
techniques, etc.—very few results are presented. Thus, some 
of the articles were quite general with descriptions of the 
available facilities, while others contained relatively more in-
depth technical information. The book is divided into seven 
major sections: Light Water Reactors (Sessions I through 
IV), LWR Instrumentation (Session V), Fast Breeder Reac-
tors (Session VI), Instrumentation (Session VII), Gas Cooled 
and Fast Breeder Reactors (Session VIII), Miscellaneous (Ses-
sion IX), followed by papers presented in a poster session—a 
total of 110 papers. The majority of articles was from Euro-
pean countries and Japan; there are two papers from Canada 
and only one from the United States. A range of reactor-
related topics including thermal-hydraulics, neutronics, and 
materials aspects were included in the proceedings, and thus 
this is an excellent book for people looking for facilities for 
irradiation testing. The book was excellently produced and 
often contains some detailed drawings of instrumentation as 
well. The disheartening aspect of the book is that there are 
many papers in German and French, albeit the majority of 
them are in English. It would have been better if at least the 
summaries or abstracts were printed in all three languages. 
Researchers in the nuclear reactor field will find the book 
very informative and useful. Some of the technical details are 
interesting and informative. I enjoyed reading, in particular, 
the varied experiences of nuclear reactor fuel following in-
pile testing and the different techniques and approaches of 
various organizations. Distinctly absent in the papers are 
studies on nuclear pressure vessel steels, perhaps since data 
on these are available through reactor surveillance capsule 
programs. 
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molten, 212-2 
nuclear reprocessing, 102-1 
pin, 147-1 

centrifugally bonded, 187-2 
LMFBR, 409-3 
oscillation, 411, 412-3 

vibration, 409-3 
plutonium, 248-2 



Fuel (continued) 
reload loading pattern 

optimization, 294-2 
designer, 293-2 

reprocessing, nuclear, 102-1 
rod, 53-1 

assembly, PWR, 107-1 
bundle, BWR, 254-2 
light water reactor, 109-1 

degraded, 64-1 
Zircaloy clad, 432, 436-3 

spent, 102, 103-1; 322-2; 422-3 
elements, 424-3 
nuclear, 305-2 
repository, 350-2 

swelling, 184, 185, 195, 200-2 
rates, 186-2 

temperature, 202-2 
transition, scheme, 345-2 
U-5 wt% Fs, 185-2 
U-Fs driver, 187-2 
unmelted, 180-2 
unprocessed defense, 321-2 
U0 2 , 417-3 

G 

Gamma 
dose, 425-3 
emitting nuclides, 434-3 
field, 422-3 
heating, 424-3 
radiation field, high, 429-3 
spectra, iodine chamber, filtered, 

351-2 
spectrometer, Ge(Li), 423, 424-3 
spectroscopy, 139-1 
thermometer string (GTS), 462-3 

Gas 
fission, 193-2 

release, 109-1; 200-2 
radiolytic pressure, 424-3 

Gaussian distributions, 236-2 
Ge(Li) detector, 139-1 

gamma spectrometer, 424-3 
Genetic burden, 238-2 
German Risk Study (GRS), 

232-234-2 
Gibbs 

energy formation, 267-2 
potential, 418-3 

Glass, 313-2 
aluminosilicate, 424-3 
borosilicate, 422-3 
calcine, ICPP zirconia, 423-3 
formers, 319-2 
homogeneity, 315-2 
nuclear waste, 310-2 
phase, 317-2 
resistivity, 315-2 
structure, 319-2 
viscosity, 315-2 
waste, 305-2 

Glass-forming chemicals, 309-2 

Gold, 306, 307-2 
fire assay, 310-2 

Granite groundwater, 131-1 
Graphite, 305, 310, 312-314-2 
Groundwater composition, 132-1 
GTS (see gamma thermometer string) 

H 

Haling 
axial peaks, 387-3 
cores, 390-3 
distribution, 387-3 
Principle, 383-3 
shape, 387-3 
target, 383-3 
values, 383-3 

Hastelloy-X, 200, 201-2 
HCDA (see hypothetical core 

disruptive accident) 
Health effects, 238-2 
Heat 

flux, 27, 37, 38, 57, 63-1 
critical, 158-1 
dryout, 10, 12-14, 16-19, 36, 

39, 40, 59, 61-1 
profile, 251-2 

removal 
debris bed, 21-1 
modes, 16-1 
postaccident, 46-1 

transfer, 23-1; 258-2 
coefficient, 158-1 
radiative, 33-1 

urania, 32-1 
regimes, 255-2 

Helium, 211, 215-2 
Hematite, 441-3 
High 

burnup blanket, 218-2 
level waste 

calcines, 422-3 
reprocessing, simulated compo-

sition, 424-3 
simulated commercial, 423-3 
vitrification, 319-2 

pressure high-temperature equip-
ment, 110-1 

Hodoscope, fast neutron, 212-2 
Hoop strain, 189-2 
Hot 

cell, 319-2 
core, debris, 23-1 
particle, bed, 23-1 

Hydrofluoric acid, 103-1 
Hydrogen 

content, 92-1 
detector, in-sodium, 96-1 
fluoride, 334-2 
gaseous, 98-1 
HC1, 335-2 
HI, 276-2 
HN03 , 334-2 

H2Te, 275-2 
meter, 92, 96, 97-1 

diffusion tube, 93, 94, 99-1 
electrochemical, 94, 95-1 

meter, 98-1 
radiolysis gas, 435-3 
ultra pure, 308-2 

Hypothetical 
core disruptive accident (HCDA), 

46, 67-1; 223-225-2 
loss-of-coolant accident, 250-2 

I 

ICP (see inductively coupled plasma) 
Idaho Chemical Processing Plant 

(ICPP), 422-3 
zirconia calcine glass, 423-3 

IEB (see iron-enriched basalt) 
Incipient dryout condition, 58-1 
Inconel, 432-3 
Inductive 

heat dryout, 10, 36-1 
Inductively coupled plasma (ICP), 

139, 143-1; 425-3 
Inhalation exposure pathway, 245-2 
Institute of Nuclear Safety Japan, 

340-2 
Iodine, 336-2; 415, 416, 419, 423-3 

chamber, filtered, 351-2 
gamma spectra, 351-2 

detection interference, 351-2 
elemental, 236-2 
l31I, 338-2 
'Nal» 235-2 
lorg, 235-2 
monitor, 350-2 

Ion 
chambers, boron deposit, 462-3 
exchange, 308-2 

inorganic materials, 335-2 
resin, 332, 339-2 

radiation, 402, 403, 407-3 
selectivity, 335-2 
sodium, 395-3 

Iridium, 306-308-2 
Iron, 96, 103, 104, 132, 139, 140, 

143-1; 439-3 
enriched basalt (IEB), 422, 423-3 

samples, 425-3 
55Fe, 432-3 
59Fe, 332-2; 439-3 
l25Fe, 103-106-1 
Fe304 , 333-2 

formation, 140-1 
low carbon, 183-3 
plus nickel, 214-2 
transfer, 143-1 

Irradiated 
brine, 422-3 
neutron, 138-1 
water, 422-3 



Irradiation 
element, 191-2 
growth, 187-2 
incidental dose limits, 241-2 
thermal cycling, 180-2 

Isothermal 
sodium, vapor circulation test 

loop, 395, 398-3 

J 

Jet pump, 256, 265-2 
break, 261-2 

simulated, 255-2 
intact, 262-2 

JINS (see Institute of Nuclear Safety 
Japan) 

K 

Karlsruhe Reprocessing Facility 
(WAK), 433-3 

kejh 340-2; 388-3 
calculated, bias correction, 347-2 

Kinematic similarity parameter, 
149-1 

Kinetics, reactor, 365-3 
387-3 

Krypton, 415, 416, 419, 423, 433-3 
ion laser, 33-1 
85 Kr, 404, 436-3 

Kutateladze number, 252, 253-2 

L 

Laminar flow, 412-3 
Langevin equation, 409-3 
Lanthanum, 235-2; 419, 423-3 
Laser 

argon-ion, 33-1 
beam, C02 , 32-1 
krypton ion, 33-1 

LBP (see lumped burnable poison) 
Leach 

aluminum cement lye solution, 
432-3 

behavior, 434-3 
distilled water, 432-3 
nitric acid, 432, 434-3 
Portland Cement lye solutions, 

432-3 
potassium pyrosulfate, 434-3 

melt, 432-3 
rates, 425-3 

glass, 426-3 
ICP-AA, 426-3 
IEB, 426-3 

sodium hydroxide, 434-3 
solution, 432-3 

sorel cement lye solutions, 432-3 
test, 422, 424-3 

Lead, 306, 311-314-2 
button, 311, 317-2 
extraction, 308, 322-2 

recovery, 317-2 
mechanism, 317-2 
schematic, 310-2 

metal scavenger, 312-2 
PbO, 305, 310, 311, 315-2 

Leverett function, 56-1 
Lipinski's one-dimensional model, 

18, 70-1 
Liquid 

liquid extraction, 308-2 
sodium, 397-3 
subcooling, 37-1 
urania, optical constants, 32-1 

Lithium, 336-2 
Li02, 315-2 

LMFBR (see liquid-metal fast 
breeder reactor) 

LOCA (see loss of coolant accident) 
Local power range monitor (LPRM), 

377-3 
Loss of coolant (LOC), 87-1 

accident (LOCA), 10, 109-1; 251-2 
flow, 241-2 
hypothetical, 250-2 
small break, 153-2 

Loss-of-fluid test (LOFT), 146-1 
Lower plenum 

liquid level, 258-2 
vapor generation, 252-2 

Low leakage, 340-2 
Low-pressure coolant injection 

(LPI), 250, 252, 254-2 
subcooling, 264-2 

LPI (see low-pressure coolant 
injection) 

LPRM (see local power range 
monitor) 

Lumped burnable poison (LBP), 
293, 298-2 

loaded assembly, 295, 297-2 
rods, 294, 296, 300, 302, 303-2 

LWR (see reactor types, light water) 

M 

Magnesium, 132-1; 214-2 
MgO, 315-2 
reduction, 215-2 

Magnetite, 140-1; 424, 441-3 
Magnox reactor fuel, cooling ponds, 

162-1 
Manganese, 132, 139-141, 143-1; 

214, 335-2; 438-3 
54Mn, 332-2; 439-3 
Mn(II), 140-1 

Mass balance, 314-2 
Materials Characterization Center 

(MCC-1) leach test, 
424-3 

Maximum power ratio, 295-2 

Meltdown, partial, 182-2 
Melter, design, pilot plant, 319-2 
Metallographic examination, 201-2 
Metal oxide, 309-2 
Methyl iodide, partial pressure, 

275-2 
Migration models, radionuclides, 

125-1 
Minimum-shuffle control cell core 

(MSCCC), 384-3 
configuration, 390-3 
fuel arrangement, 391-3 

Molten 
fuel, 212-2 
metal phase, 317-2 
urania, 35-1 

Molybdenum, 102-104-1; 181, 184-2; 
419, 423-3 

Momentum, 455-3 
MONA high-temperature high-

pressure experiment, 
110, 111-1 

Monel, 68-1 
Moody friction factor, 64-1; 446, 

451-3 
Mortality risk coefficient, ICRP, 

239-2 
MSCCC (see minimum-shuffle 

control cell core) 
Multiple regression analyses, 345-2 
Multivariate autoregressive, 365-3 

IM 

National Academy of Science, 308-2 
Natural circulation flow, 46-1 
Natural convection, 17, 19-1 
Neodymium, 235-2; 423-3 
Neptunium, 133, 135, 136-1; 235-2 

237Np, 132, 133-1; 317-2 
239Np, 238, 245-2 
Np(IV), 132, 133, 135, 136-1 
Np(V), 132, 133, 135, 136-1 
Np(VI), 132, 133-1 
speciation, 131, 134-1 

Neutron 
activation analysis, 138-1 
balance, 380-3 
code package, 296-2 
fast, exposure, 292-2 

hodoscope, 212-2 
flux, 365, 374-3 

APRM, 368-3 
time dependent, 376-3 

irradiation, 138, 139-1 
kinetic model, 374, 375-3 
kinetics, 374, 376-3 
leakage, 293, 341, 351-2 

radial, 302-2 
reduction, 302-2 

radiography, 201, 213-2 
reactivity, 375-3 

Nevada Test Site (NTS), 131, 132-1 



Nickel, 96, 103, 104, 139-141-1; 307, 
335-2; 438-3 

Ni(II), 140-1 
Niobium, 336-2; 184, 203, 205-2; 

419-3 
Nb2+, 332-2 
63Nb, 432-3 
95Nb, 422, 423-3 
Nb205 , 333-2 

Nitric acid, 422-3 
decontamination, 432-3 

Nitrogen, 214-2 
NH4OH, 333-2 

Noble metals, 306, 308, 311-2 
recovery, 305, 313, 317-2 

economics, 319-2 
Nonleakage fraction, 298-2 
NSSS (see nuclear steam supply 

system) 
NTS (see Nevada Test Site) 
Nuclear 

accident conditions, hypothetical, 
444-3 

aerosol, 408-3 
fuel reprocessing, 102-1 

spent, 305-2 
power plant accident, 242-2 
safety, 232, 266-2 
steam supply system (NSSS), 153-1 
waste glass, 310-2 

high-level commercial, 306-2 
high-level defense, 306-2 
repository site-selection criteria, 

131-1 
storage, 310-2 
vitrification, 310-2 

Nucleate boiling, 38-1 

O 

Open-loop response, 379, 380-3 
Open-loop transfer function, 369, 

375-3 
Optimization 

analysis, 290-2 
approach, 294-2 
problem, 294-2 
reload fuel loading pattern, 294-2 

Osmium, 306-2 
Oxygen, 119-1; 317-2; 401, 418-3 

anions, 418-3 
diffusion, 415-3 
meter, 92-99-1 

electrochemical, 92, 95, 100-1 

P 

Packed-bed boiling equations, 54-1 
PAHR (see postaccident heat 

removal) 
Palladium, 102-1; 181, 305-309, 

311-315-2; 419, 423-3 
233Pd, 133-1 
recovery, 313-2 

Paraffin, 297-2 

Parallel channel effects (PCE), 
250-252, 255, 262-2 

Particle 
bed, 25-1 
size distributions, debris, 87-1 

PBF (see Power Burst Facility) 
PC (see Portland cement) 
PCE (see parallel channel effects) 
PCM (power-cooling-mismatch), 87, 

109, 110-1 
PDQ-type calculation, 296-2 
Peaking factor, 387-3 
Peclet number, 454-3 
Penetration front, 24-1 
Perturbation pressure test, 366-3 
PGM (see platinum-group metals) 
Phosphate, 132-1 
Phosphorus, 438-3 
PIE (see postirradiation 

examination) 
Pilot plant melter design, 319-2 
Planck radiation constant, 34-1 
Platinum 

catalyst, 308-2 
group metals (PGM), 305-308-2 
purification, 320-2 
sources of, 307, 308-2 

Plenum, 252-2 
Plutonium, 102, 104, 133, 136-1; 

235-2 
accumulation, 220-2 
fuel, 248-2 

system, 197-2 
metal, 180-2 
238Pu, 238, 240-2 
239Pu, 238, 317-2; 434-3 
240Pu, 238-2; 434-3 
241 Pu, 238, 245-2 
Pu(III), 132, 133, 136-1 
Pu(IV), 132, 133-1 
Pu(V), 132, 133-1 
Pu(VI), 132, 133-1 
recovery yield, 107-1 
speciation, 131, 133-135-1 
unalloyed, 180-2 
uranium alloys, 179-2 

PNS (see Project Nuclear Safety) 
Poison 

burnable, 293-2 
wet, 292-2 

distribution, optimum, 383-3 
lumped burnable, 293, 298-2 

Poisson's equation, 404-3 
Polonium-210, 405-3 
Polystyrene, 339-2 

aerosol, 402-3 
Polyurethane paint 

decontamination kinetics, 161-1 
high gloss, 161-1 

Portland cement (PC), solution, 
433-3 

Postaccident heat removal (PAHR), 
32, 46-1 

debris, 60-1 
temperature distribution, 49-1 

Postirradiation examination (PIE), 
193, 200, 206, 225-2 

Potassium, 132-1 
pyrosulfate, 433-3 

Power 
coefficient, prompt positive, 180-2 
density, volumetric, 74-1 
peaking, 299-2 

factor, 295-2 
plant nuclear accident, 242-2 
shaping, 383-3 

Power Burst Facility (PBF), 87, 109, 
110-1 

Power-cooling-mismatch (PCM), 87, 
109, 110-1 

Praseodymium, 235-2; 423-3 
144Pr, 423-3 

PRBS (see pseudorandom binary 
sequence) 

Pressure 
loss coefficient, 411-3 
perturbation test, 366-3 
vessel, 293, 303-2 

Profilometry, 191-2 
Project Nuclear Safety (PNS), 109-1 
Promethium, 423-3 
Pseudorandom binary sequence 

(PRBS), 365, 368-3 
Pulsed filter, 102-1 
PWR (see reactor types, pressurized 

water) 

Pyrometallurgical fuel cycle, 181-2 

Q 
Quenching 

core debris, 30-1 
two step, 27-1 

R 

Radiation 
buildup, 438, 439-3 

carbon steel, 441-3 
damage, somatic late, 239-2 
ionizing, 402, 403-3 
resistant, 426-3 

Radiative heat transfer, 33-1 
liquid U02 , 35-1 
urania, 32-1 

Radioactive 
contamination, 438-3 
corrosion products, CRUD, 138-1 
isotopes, 321-2 
particles, 408-3 
sodium, 245-2 
waste 

feed, 326-2 
management, groundwater-

bearing horizons, 125, 
131-1; 325-2; 422, 
432-3 

migration, 125-1 
transport equation, 125-1 



Radioactivity, 309-2 
Radiography, neutron, 201-2 
Radioiodine, 350-2 
Radiolysis gas 

hydrogen, 435-3 
pressure, 424-3 

Radionuclide 
deposition kinetics, 441-3 
distribution, 432, 433-3 
migration models, 125-1 

Radiotoxicity, 432-3 
Radwaste 

evaporator systems, 325, 327, 
328-2 

dynamic simulation, 325-2 
instrumentation diagram, 326-2 
simplified process, 326-2 

management, 325-2 
process evaporators, 325-2 

RBCB (see run beyond cladding 
breach) 

Reactivity 
Doppler, 376-3 
feedback transfer function, 375, 

376-3 
neutronic, 375-3 
void, 376-3 

feedback dynamics, 365-3 
Reactivity-initiated-accident (RIA), 

87-1 
Reactor 

core, 147, 148-1 
stability, 375-3 

analysis, 374-3 
debris, 63-1 

cooling, 23-1 
discharge, 433-3 
dryout location model, 41-1 
kinetics, 365-3 
liquid-metal fast breeder, fuel 

assembly, 413-3 
fuel pins, 409-3 

pressure disturbance, 379-3 
Safety Study (RSS), 233-2 
stability analysis codes, 365-3 
types 

Advanced Test (ATR), 422, 
424-3 

boiling water (BWR), 106-1; 
250, 267, 332, 333-2; 
383, 385, 386, 438, 
442-3 

BWR/4, 250-252, 255-2; 374, 
375, 377-3 

218-BWR/4, 252, 254, 258-2 
core, 383-3 

cooling, 250-2 
simulator, 385-3 
stability test, 365-3 

reactor water cleanup system, 
333-2 

reflood, 254-2 
safety analysis, 265-2 
stability, 365-3 

BUGEY 5, 462, 463-3 

Clinch River Breeder Reactor, 
99-1 

CP-5, 225-2 
Dounreay Fast Reactor (DFR), 

183, 184, 206, 214-2 
Dresden-3, 366-3 
Experimental Breeder (EBR) 

EBR-I, 179, 180-2 
blanket, 181-2 
core, 180-2 

EBR-II, 179, 181-186, 198, 
201, 207, 211, 216-2 

fuel, 184, 207, 224-2 
Enrico Fermi, 182, 183-2 
fast breeder (FBR), 180, 233-2; 

395-3 
SNR-300, 247-2 
sodium cooled, 395-3 

Fermi-A, 207, 211-2 
JRR-4, 139-1 
light water (LWR), 16, 21, 23, 

30, 36, 53, 58, 60, 64, 
87, 109, 119-1; 232-2; 
432-3 

core debris, 23, 36, 58-1 
fuel, 119-1 

rods, 109-1 
rods, degraded, 64-1 

quenching, 23-1 
safety issues, 30-1 

liquid-metal fast breeder 
reactor (LMFBR), 16, 
53, 58-61, 64, 67, 92-1; 
179, 183, 198, 226-2; 
409-3 

debris, 58-61-1 
fuel assembly, 413-3 
fuel pins, 409-3 

Magnox reactors, 233-2 
cooling ponds, 162-1 

Materials Test Reactor (MTR), 
198, 207, 212-2 

Obrigheim, 433-3 
Peach Bottom, 388-3 
Peach Bottom-2, 365, 366, 

375-3 
pressurized water reactor 

(PWR), 106, 107-1; 
267, 292, 293-2; 383, 
432, 433, 456-3 

fuel rod assembly, 107-1 
reload patterns, 295-2 

PWR-1300, 232, 246, 247-2 
Rapsodie, 203-2 
SNR-300, 46, 67-1; 232, 246, 

248-2 
Three Mile Island (TMI), 16, 

146-1 
TMI-2, 146, 147-1; 350-2 
TREAT, 226-2 
TRICASTIN 2, 462-3 
TRICASTIN 3, 462-3 
TRIGA, 350-2 
Zion-1, 292, 293, 295, 296, 299, 

303-2 

vessel materials, 292-2 
mechanical behavior, 46-1 

water, 439-3 
cleanup system, 332-2 

Recirculation pump, 366-3 
Reducing agent, 305, 309-315-2 
Refill scenarios, 254-2 
Reflood, 250-2 

bottom, 255, 263-2 
BWR, 254-2 
time, 11-1 

Refueling 
scheme, 391-3 
strategy, 384-3 

Release 
categories, 235-2 
inventory, 235-2 

Reprocessing, waste, 433-3 
Resuspension model, 237-2 
Reynolds number, 412, 444, 446, 

449, 457-3 
Rhodium, 102-1; 184, 305-309, 

311-313, 315-2; 419, 
423-3 

recovery, 314-2 
102mRh, 319-2 
106Rh, 434-3 
Rh203, 310-2 

RIA (see reactivity-initiated-accident) 
Risk comparison, SNR-300:PWR-

1300, 246-2 
Rod bundles, blocked, 444-3 
Rosseland 

approximation, 33-1 
coefficient, liquid U0 2 of urania, 

34-1 
mean absorption coefficient, 33-1 
parameter, 34-1 

RTCB (see run-to-cladding breach) 
Rubidium, 423-3 
Run-beyond-cladding-breach 

(RBCB), 207, 213-2 
Run-to-cladding-breach (RTCB), 

186, 187, 195-2 
irradiation, 197-2 

Ruthenium, 102, 104-1; 181, 184, 
305-309, 311-313, 
315-2; 416, 419, 423, 
432-3 

oxidized, 420-3 
recovery, 314-2 
l06Ru, 103-106-1; 319-2 
Ru02 , 310-2 
Ru03 , 276-2 
RU04, 313-2 
RuOH, 276-2 
uses and consumption, 309-2 

Salt brine, simulated, composition, 
424-3 

Samarium, 423-3 



Saturation temperature, 74-1 
SC (see sorel cement) 
Scanning electron micrograph 

(SEM), 440-3 
Scanning electron microscope 

(SEM), 111, 116, 
120-1; 196, 311-2 

Scavenger, 312-314-2 
metal, recovery, 312-2 
oxide, 311-2 
reducing-agent reaction, 318-2 

Scenarios 
CSCS, 254-2 
refill, 254-2 

Schikorr reaction, 141-1 
Seismic event, 250-2 
Selenium, 423-3 
SEM (see scanning electron micro-

graph or microscope) 
Sensitivity analysis, 370-3 
Separate work unit (SWU), 303-2 

price, 303-2 
Shale, groundwater, 131-1 
Silica, 132-1 
Silicon, 192, 211, 214, 305, 310, 

312-314-2; 438-3 
metal, 310-2 
Si02, 310, 333-2 

Silver, 306-308-2; 416, 419-3 
AgO, 419-3 
zeolite, 350-2 

Silver to antimony, 423-3 
Simulation model program, 326-2 
Single-phase forced convection, 

153-1 
Sodium, 92, 98, 132-1; 211, 213, 

317, 335-2 
battery, 396-3 
bond, 188, 193, 200-2 
compounds, 245-2 
cooled beds, 72-1 
cooled FBR, 395-3 
flow rate, 96-1 
ions, 395-3 
liquid, 397-3 
loops, 397-3 
mist, 397-3 
22Na, 422-3 
24Na, 336-2 
Na2COj, 311, 315-2 
Na20, 310, 315-2 
nonsubcooled, 59-1 
pool temperature, 399-3 
potassium alloy, 180-2 
radioactive, 245-2 
removal, 395-3 
subcooled, 61-1 
sulfate, 327-2 
sulfur batteries, 395-3 
U0 2 bed, 57-1 
vapor, 212-2 

circulation test loop, isothermal, 
395, 398-3 

concentration measurement unit, 
397, 398-3 

detector, 400-3 
diffusion, 401-3 
generator, 400-3 
pressure measuring system, 

395-3 
meter, 395-3 
saturated, 396-3 
sensor, 396-3 

pure environment, 397-3 
sensor, 398-3 
transport, 401-3 
traps, 395-3 

water reaction, 92-1 
Somatic late radiation damage, 239-2 
Sorel cement (SC) leach simulate, 

433-3 
Sparger, vapor, 258-2 
Spectrometry 

alpha, 103-1 
atomic absorption, 103-1 
emission, 103-1 
gamma, 433-3 

Spectroscopy 
atomic emission, 139, 143-1 
gamma, 139-1 

Spent fuel, 102, 103-1; 322-2; 422-3 
elements, 424-3 
nuclear, 305-2 
repository, 302-2 

Spinel, 424-3 
Stability 

analysis, 367, 369-3 
boundary, 379-3 
performance 

closed loop, 379-3 
open loop, 377-3 

Stainless steel, 68-1 
austenitic, 202-2; 438-3 
corrosion layer, 139-1 
SUS, 139-1 

304 
corrosion, 138-1 

layer, 140-1 
neutron irradiated, 144-1 

irradiated, 142-144-1 
nonirradiated, 142-144-1 

Type 304, 138-1 
solution-annealed (SA), 182-2 

Type 304L, 182, 188-2 
SA, 189-2 

Type 316, 182-2 
SA, 189-2 

Type 347, 180, 181, 183-2 
Standard Gibbs energy of formation 

table, 268-2 
Static element, 427-3 
Steam 

binding, 254-2 
generator, 147, 148-1 

leak detection, chemical meth-
ods, 92-1 

Steel 
carbon, 438-3 
particles, dryout heat flux, 10-1 

Stratified 
beds, 77-1 
flow tests, 455-3 
fluids, 454-3 
horizontal pipe flow, 454-3 

Stress 
accident, 48-1 
bending, 50-1 
strain, 51-1 
thermal, 49-1 

Strontium, 132-1; 416, 419, 423-3 
chemistry thermodynamic data, 

282-2 
'"'Sr, 162, 163-1 
SrMo04, 282-2 
SrO, 305-2 
SrU04, 282-2 

Subcooled water, 444-3 
Subcooling, liquid, 17, 19, 37-1 
Sugar, 305, 310-314-2 
Sulfate, 132-1 
Sulfur, 438-3 
Superheated vapor velocity, 253-2 
Support structures, thermal load, 

75-1 
Suspended crud, 440-3 
Swarf basket, 104, 105-1 
SWU (see separate work unit) 
Synergistic effects, 245-2 

T 

Tantalum, 207-2 
Technetium, 102-1; 307, 308, 322-2; 

423-3 
"Tc, 308-2 

Tellurium, 416, 419, 423-3 
TeO, 275-2; 419-3 
TeSb, 235-2 

Temperature 
bed bottom, 74-1 
distribution, postaccident, 47, 49-1 
gradient, 420-3 
maximum, 48-1 
saturation, 74-1 

Thenovltrifluoroacetone (TTA), 132, 
133-1 

Thermal 
conductivity, 53-1 

liquid urania, 32-1 
cycling effects, 203-2 
hydraulic response, 252-2 
hydraulics, 376-3 

model, core, 377-3 
load support structures, 75-1 
stress, 49-1; 250-2 

Thermocouples, 256-2; 396-3 
Thermodynamic data 

strontium chemistry, 282-2 
table, 268-2 

Thermohydraulic phenomena, 374-3 



Th02 , 93-1 
Tin, 104-1; 312-314-2; 419-3 

SnO, 305, 310, 311, 314, 318-2 
Titanium 

metal, 334-2 
sponge, 333-336, 338, 339-2 

titanium-oxide-impregnated, 
338-2 

tetraisopropoxide, 333, 334-2 
Ti02, 310, 332, 334, 336, 339-2 
Ti(OC3H7)4, 333, 334-2 

Tokai reprocessing facility, 102, 103, 
105-107-1 

Transfer function 
closed loop, 374, 375, 379-3 
open loop, 375, 378, 379-3 
reactivity feedback, 375, 376, 

380-3 
Transient model, one-dimensional, 

381-3 
Transition 

cycle, 298, 303-2 
analysis, 296-2 

fuel scheme, 297-2 
Transplutonium elements, 131-1 
Transport 

equation, 455-3 
vapor, 266-2 

Transuranium (TRU) elements, 
317-2 

groundwater transport, 131-1; 
238-2 

TREAT 
tests, 212-2 
transients, 211, 213-2 

Tritium, 433-3 
TRU (see transuranium elements) 
TTA (see thenoyltrifluoroacetone) 
Tuff groundwater, 131-1 
Tungsten, 116-1 
Turbine, 366-3 
Turbulent 

boundary layer, 413-3 
flow, 53-1 

Two-phase flow system, 147, 148-1 

U 

Unprotected loss of flow (ULOF), 
47, 49-1 

Upper tie plate (UTP), 252, 256, 
265-2 

Urania 
chemical interaction, 109-1 
heat transfer, radiative, 32-1 
liquid, 32-1 

optical constant, 32-1 
thermal conductivity, 35-1 
U02 , 33-1 

molten, 35-1 
overheated, 415-3 

thermal conductivity, 32-1 
U02 , 32-1 

Rosseland coefficient, 34-1 
Uranium, 102, 104, 112, 116, 121-1; 

180, 341-2 
alloys 

chromium, 182, 184-2 
fuel, 183-2 

fissium, 181, 198-2 
molybdenum, 181, 183, 184-2 
plutonium binary, 198-2 
zirconium, 180, 181, 183-2 

alpha rolled, 215-2 
diffusion, 416-3 
irradiation or thermal cycling, 

180-2 
liquid, 123-1 
metallic, 109, 112, 114, 120-1 
nitrate solution, 340-2 
ore price, 301-2 
pure, 184-2 
recovery yield, 107-1 
slugs, 217-2 
solid, 184-2 
23SU, 183, 184, 214, 340-2 

enrichment, 185, 188-2 
U-Cr, 183-2 
UF4, 215-2 
UF6, 215-2 
U02 , 111-113, 115, 117, 118, 120-

123-1; 266-2; 415, 416, 
420, 432-3 

chemical interaction, 109-1 
debris, 87-1 
dissolution, 110-1 
fuel, 417-3 
lattice, 418-3 
liquid, radiative heat transfer, 

35-1 
Rosseland coefficient, 34-1 

melting, 110-1 
particles, 62-1 
pellets, 114, 119-1 

high-density stoichiometric, 
110-1 

urania, 32, 33-1 
Zircaloy-4, 110-1 

U 40 9 , 87-1 
U-Pu breeding cycle, 198-2 
U-Pu-Zr fuel, 198-2 
unalloyed, 182, 203-2 

UTP (see upper tie plate) 

V 

Vanadium wire, 95-1 
Vapor 

concentration equations, 288-2 
generation, lower plenum, 252-2 
sodium 

pressure meter, 395-3 
traps, 395-3 

sparger, 257-2 
superheated velocity, 253-2 
transport, 266-2 

Vessel fluence, 293-2 
Vibration 

fluid induced, 409-3 
fuel pin, 409-3 

Viscosity 
absolute, 403-3 
molecule kinematic, 411-3 

Vitrification 
high-level waste, 319-2 
nuclear waste, 310-2 

Void 
gauge, Auburn, 256-2 
reactivity, 376-3 

feedback dynamics, 365-3 
Volatile 

cesium, 267-2 
iodine, 267-2 
ruthenium, 267-2 
tellurium, 267-2 

Volumetric power density, 74-1 

W 

WAK (see Karlsruhe Reprocessing 
Facility) 

Wallis 
correlation, 20-1 
flooding parameters, 20-1 

Waste 
americium plus plutonium, 422-3 
calcined ICPP reprocessing, 422-3 
conditioning, 432-3 
forms, 422-3 
glass, 305, 315-2 
high-level 

calcines, 422-3 
simulated commercial, 423-3 

Isolation Pilot Plant (WIPP), 422, 
424-3 

liquid FP, 319-2 
nuclear, glass, 310-2 

high-level 
commercial, 306-2 
defense, 306-2 

radioactive, management, 125, 
131-1; 325-2; 422, 
432-3 

reprocessing, 432-3 
storage vessel, liquid, 103-1 
stream, alpha contaminated, 432-3 

Water 
irradiated, 422-3 
penetration, 23-1 

pattern, 25-1 
reactor, 439-3 
subcooled, 444-3 

Weibull plot, 189-2 
WIPP (see Waste Isolation Pilot 

Plant) 



X 

Xenon, 415, 416, 419, 423-3 
X-ray, diffraction analysis, 441-3 

Y 

YDT (see yttria-doped thoria, 
oxygen-ion-conductive) 

Young's modulus, 414-3 
Yttria-doped thoria, oxygen-ion-

conductive, 93, 95-1 
Yttrium, 419, 423-2 

90 Y, 161-163, 166, 167-1 
Y203, 93-1 

Yule Walker equation, 368-3 

Z 

Zinc, 336-2 
ZnO, 310-2 

Zircaloy, 87, 111, 112, 114, 119, 
122-1 

cladding, 102-106, 117-1; 180-2; 
432-3 

fuel rods, 432, 436-3 
hulls, 432-3 
tubes, 435-3 
U0 2 fuel pins, 380-3 

liquid, 109, 115, 120, 123-1 
metallic, 110-1 
molten, 110, 113-1 
oxygen uptake, 113-1 

unirradiated, cladding tube, 102-1 
Zircaloy-2, cladding, 181-2 
Zircaloy-4, 109, 113-117, 120-1; 

433-3 
molten, 112, 119, 121, 122-1 
steam, 118-1 
U02 , 110-1 

Zirconia 
calcine, 423-3 
crucible, 184-2 

Zirconium, 103, 104, 106, 116-1; 
180, 183, 184-2; 416, 
419, 423-3 

95Zr, 422-3 
Zr02 , 87-1; 315, 332, 333-2 
Zr3(P04)4, 332-2 
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